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## 1 Introduction

The topic of these lectures lies in the new and rapidly growing field of quantum computing, which explores connections between physics and computing in general. Quantum information processing is a cross-disciplinary field and is of great importance from both a fundamental, as well as technological perspective [27]. From the fundamental perspective we have deepened our understanding of the relationship between physics, information and computation in general, and have also gained a deeper understanding of the fundamental aspects of quantum theory - non-locality and entanglement in particular [31]. From the technological perspective we have manipulated larger and larger quantum systems and obtained powerful practical applications in the domain of communication and cryptography such as the unconditionally secure quantum cryptography (key exchange) and quantum teleportation $[7,14,5]$.

Historically, the greater potential of the quantum computer was first realised by Feynman, who noted that quantum systems appear to be exponentially hard to simulate with classical computers [15]. He speculated that, therefore, quantum computers could potentially be much more powerful than their classical counterparts. This intuition has been proven to be correct for some tasks, such as factoring large numbers and searching unstructured databases. Every computer is fundamentally a physical system, and any computation is just a physical process undergone by this system. Quantum physics is the most accurate way of describing physical systems and their behaviour in general. Encoding information into quantum systems and processing it according to the laws of quantum physics results in new features which do not exist in the classical computation.

Large scale quantum computation is still hypothetical. However, Moore's law ${ }^{1}$ predicts that technology will reach the level where the quantum effects become important in near future. Parallel to this there is a growing effort to build quantum computers by manipulating larger numbers of quantum systems. Steady progress has now led to ion trap quantum computers with 4 qubits [29], Nuclear Magnetic Resonance (NMR) schemes with 7 qubits [22, 9] and realistic proposals for quantum computing in solid state environments [25]. Simple quantum algorithms such as the Deutsch-Jozsa algorithm [13] or quantum database search algorithms [18] have been experimentally demonstrated in NMR schemes and further progress towards higher numbers of qubits (10) seems likely in the foreseeable future.

Either way, we will enter the quantum realm where every aspect of computing, including storing information, loading and running of programs and reading the output will be

[^0]governed by laws of quantum physics which are completely different from those of classical physics. Therefore there is a great need for theoretical study of quantum computation.

We describe briefly the mathematical foundation of quantum mechanics and discuss the basis of the theory of quantum computation.

## 2 Quantum Mechanics

Plank, Einstein and Bohr obtained the early great success in the quantum theory in the period from 1900 to 1925 . Nevertheless, up to this time there existed no complete mathematical system for quantum theory to capture everything known up to that time in a unified picture. The year 1925 brought the resolution. A procedure initiated by Heisenberg was developed by Born, Heisenberg, Jordan and a little later by Dirac, into a new system of quantum theory. A little later Schrödinger developed the wave mechanics from an entirely different starting point. These two procedures, known as Heisenberg's and Schrödinger's pictures, soon proved to be equivalent.

There are two main mathematical frameworks within which quantum theory can be developed. One takes as its central object a certain algebraic structure (a $C^{*}$ algebra) on the set of physical observables. States are then defined in relation to this algebra. On the other hand in the well-known Hilbert space approach the primary object is the vector space of states, with observables being defined in relation to this space. A brief review of the Hilbert space framework for quantum mechanics has been described in what follows.

We will use the notation and terminology of the following books: Quantum Theory by Isham [21]; Quantum Computation and Quantum Information by Nielsen and Chuang [27]; and Mathematical Foundation of Quantum Mechanics by von Neumann [32].

### 2.1 Hilbert Space Framework

In 1925 Schrödinger proposed one of the first formulations of quantum mechanics. His structure, known as wave mechanics, can be generalised within the Hilbert Space framework where the mathematical tool to describe the physical postulates is linear algebra. The standard notation of quantum mechanics for linear algebraic concepts was introduced by Dirac in 1920.

In Dirac's notation, a vector in the state space is represented with $|\psi\rangle$. The sate space of a finite dimensional physical system is $\mathbb{C}^{d}$ and for infinite dimensional system is a Hilbert space. Postulates 1 below will formalise this fact. The dual of the vector $|\psi\rangle \in \mathcal{H}$ is the function

$$
\begin{aligned}
\langle\psi|: \mathcal{H} & \rightarrow \mathbb{C} \\
|\phi\rangle & \mapsto\langle\psi \mid \phi\rangle,
\end{aligned}
$$

where $\langle. \mid$.$\rangle is the inner product of the two vectors. A linear map (operator, transformation)$ is always represented by a matrix, $A$. The following tables gives a summary of the Dirac's
notation.

| Notation | Description |
| :---: | :---: |
| $z^{*}$ | Complex conjugate of the complex number $z$. |
| $\|\psi\rangle$ | Vector. Also known as a ket. |
| $\langle\psi\|$ | Vector dual to $\|\psi\rangle$. Also known as a bra. |
| $\langle\phi \mid \psi\rangle$ | Inner vector product. |
| $\|\phi\rangle \otimes\|\psi\rangle$ | Tensor vector product. For simplicity we |
|  | omit $\otimes$ and just write $\|\phi\rangle\|\psi\rangle$ or $\|\phi, \psi\rangle$. |
| $A^{*}$ | Complex conjugate of the matrix $A$. |
| $A^{T}$ | Transpose of the matrix $A$. |
| $A^{\dagger}$ | Hermitian conjugate of the matrix $A, A^{\dagger}=\left(A^{T}\right)^{*}$. |
| $A\|\psi\rangle$ | Application of operator $A$ on vector $\|\psi\rangle$. |
| $\langle\phi\| A\|\psi\rangle$ | The inner product of $\|\phi\rangle$ and $A\|\psi\rangle,\langle\phi\|(A\|\psi\rangle)$. |

The four postulates that follow deal with the general mathematical framework within which it has been found possible so far to describe all quantum mechanical systems.

The first postulate sets up the state space in which quantum mechanics takes place.
Postulate 1. The predictions of results of measurements of an isolated system are probabilistic in nature. In situations where the maximum amount of information is available, this probabilistic information is represented mathematically by a vector in a complex Hilbert space $\mathcal{H}$ that forms the state space of the quantum theory. This vector is thought to be the mathematical representative of the physical notion of state of the system. In this framework, a physical observable is represented by a Hermitian matrix.

The following postulate is concerned with the evolution of the system.
Postulate 2. In a closed system, the evolution of the system is described by a unitary transformation. That is, the state $\left|\psi_{1}\right\rangle$ of the system at time $t_{1}$ is related to the state $\left|\psi_{2}\right\rangle$ at time $t_{2}$ by a unitary operator $U$ which depends only on the time $t_{1}$ and $t_{2}$,

$$
\left|\psi_{2}\right\rangle=U\left|\psi_{1}\right\rangle
$$

A refined version of this postulates describes the continuous time evolution of the system as follows.

Postulate $\mathbf{2}^{\prime}$. The state vector $|\psi(t)\rangle$ of a closed system changes smoothly in time $t$ according to the time-dependent Schrödinger equation

$$
i \hbar \frac{d|\psi(y)\rangle}{d t}=\widehat{H}|\psi(y)\rangle
$$

In the above formula, $\hbar$ is the Planck's constant $\hbar \approx 6.63 \times 10^{-34}$ Joule-second divided by $t \pi$ and $\widehat{H}$ is the Hamiltonian operator which is described by a Hermitian matrix.

The next postulate describes the effect of observing (measurement) a quantum system.
Postulate 3. Quantum measurements are described by a collection $M_{m}$ of measurements operators. These are operators acting on the state space of the system being measured. The index $m$ refers to the measurements outcome that may occur in the experiment. If the state of the quantum system is $|\psi\rangle$ immediately before the measurement then the probability that
the result $m$ occurs is given by

$$
p(m)=\langle\psi| M_{m}^{\dagger} M_{m}|\psi\rangle
$$

and the state of the system after the measurement is

$$
\frac{M_{m}|\psi\rangle}{\sqrt{\langle\psi| M_{m}^{\dagger} M_{m}|\psi\rangle}} .
$$

The measurements operators satisfy the completeness equation,

$$
\sum_{m} M_{m}^{\dagger} M_{m}=I
$$

The last postulate deals with composite quantum system.
Postulate 4. The state space of a composite physical system is the tensor product of the state spaces of the component physical systems. Moreover, if we have systems numbered 1 to $n$, and system $i$ is prepared in the state $\left|\psi_{i}\right\rangle$, then the joint state of the total system is $\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle$. In other word, the first postulate describes the encoding of the information, the second postulates explains the process of information, the third postulate deals with retrieving the information and finally the last postulates speaks about combining different systems.

Mixed states arise when we do not have complete information about the state of the physical system. This is always the case in experiments, since the system we are trying to prepare in a pure state interacts with an uncontrolled environment. A mixed state is a probabilistic mixture of pure states, denoted by $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ or alternatively with a density matrix

$$
\rho \equiv \sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| .
$$

A density matrix $\rho \in B\left(\mathcal{H}_{2^{n}}\right)$ is a hermitian (i.e. $\rho=\rho^{\dagger}$ ) semi positive definite matrix of dimension $2^{n} \otimes 2^{n}$ with $\operatorname{Trace}(\rho)=1$ (where Trace(.) indicates the trace of .). Note that a given pure state $|\psi\rangle$ can also be represented with the density matrix $|\psi\rangle\langle\psi|$.

The most general operation on quantum states are the transformations of density matrices i.e. linear operators on operators (super-operator). The physically allowed superoperators are linear completely positive and trace-preserving operators, called CP maps for short. A super-operator $T$ is positive if it sends positive semi-definite Hermitian matrices to positive semi-definite Hermitian matrices; it is completely positive if $T \otimes I_{d}$ is positive, where $I_{d}$ is the identity operator on $d$-dimensional Hilbert space.

In what follows we reformulate the postulates of quantum mechanics in terms of density matrices.

Postulate 1. The predictions of results of measurements of an isolated system are probabilistic in nature. This probabilistic information is represented mathematically by a density operator, which is a positive operator $\rho$ with trace one, acting on a complex Hilbert space $\mathcal{H}$ that forms the state space of the quantum theory. If a quantum system is in the state $\rho_{i}$ with probability $p_{i}$, the denisty operator for the system is $\sum_{i} p_{i} \rho_{i}$.

Postulate 2. In a closed system, the evolution of the system is described by a unitary transformation. That is, the state $\rho_{1}$ of the system at time $t_{1}$ is related to the state $\rho_{2}$ at
time $t_{2}$ by a unitary operator $U$ which depends only on the time $t_{1}$ and $t_{2}$,

$$
\rho_{2}=U \rho_{1} U^{\dagger}
$$

Postulate 3. Quantum measurements are described by a collection $M_{m}$ of measurements operators. These are operators acting on the state space of the system being measured. The index $m$ refers to the measurements outcome that may occur in the experiment. If the state of the quantum system is $\rho$ immediately before the measurement then the probability that the result $m$ occurs is given by

$$
p(m)=\operatorname{Trace}\left(M_{m}^{\dagger} M_{m} \rho\right)
$$

and the state of the system after the measurement is

$$
\frac{M_{m} \rho M_{m}^{\dagger}}{\operatorname{Trace}\left(M_{m}^{\dagger} M_{m} \rho\right)}
$$

The measurements operators satisfy the completeness equation,

$$
\sum_{m} M_{m}^{\dagger} M_{m}=I
$$

Postulate 4. The state space of a composite physical system is the tensor product of the state spaces of the component physical systems. Moreover, if we have systems numbered 1 to $n$, and system $i$ is prepared in the state $\rho_{i}$, then the joint state of the total system is $\rho_{1} \otimes \rho_{2} \otimes \cdots \otimes \rho_{n}$.

## 3 Quantum Computation

The bounds on encoding and the speed of information processing using quantum systems are different to those based on the laws of classical physics. Since classical laws can be consider as a special case of the more general quantum laws it is clear that a quantum computer will be at least as efficient as the classical computer. In other word a quantum computer can efficiently simulate any classical processing with the same computational costs on a classical computer. The exciting discovery was that quantum computer is in fact provably more efficient than any classical computer [3]. One of the key effects leading to this efficiency is the quantum superposition phenomenon which allows a quantum computer to perform a given tasks simultaneously (in parallel) on multiple data.

There are few distinct algorithms which show that a quantum computer can be more efficient than its classical counterpart. These include factoring of numbers [28], database search [18], solution to the Pell's equation [19, 24], computing orders for solvable groups [33] to name a few [11]. There are also a number of quantum communication protocols that can be viewed as elementary quantum computations, such as the cryptographic key exchange [7], quantum teleportation [5] and dense coding [4]. The clearest advantage of using quantum systems is seen in factorisation which is an NP problem on the classical computer [28], whereas on the quantum computer it can be performed in polynomial time [16]. Factorisation is also potentially of great importance for the field of cryptography. It is known that this algorithm is a special case of a general problem, the hidden sub-group problem (HSP) [23]. HSP has been studied recently and for the Abelian case the general solution is known [26]. The other key example for the quantum speed-up is Grover's database
search [18], which can achieve a quadratic speed-up over its classical counter-part. Grover's search idea has been generalised to the amplitude amplification method which can be applied to speed up a number of other algorithms [17]. Search itself lies at the root of many other important difficult computational tasks so that this algorithm has a wide applicability. All these indicate that there is an enormous potential in using quantum systems to encode and process information which is much more powerful than the present classical computers.

### 3.1 Quantum Circuit Model

Here we discuss the quantum circuit model for quantum computation [12, 34]. In analogy with a classical bit, a two-state quantum system is called a qubit or a quantum bit. Mathematically, a qubit takes a value in the vector space $\mathbb{C}^{2}$. We single out two orthogonal basis vectors, $|0\rangle$ and $|1\rangle$, to denote the computational basis. A quantum circuit is built out of logical quantum wires carrying qubits, and quantum gates acting on these qubits.

Definition 1 A quantum gate, $U$, of order $k$ is a unitary linear map on $k$ qubits. Its action on a state $|\psi\rangle$ is denoted as $U|\psi\rangle$.

The matrix representations of some known quantum operations are:

$$
\begin{aligned}
\text { Hadamard } \quad H & =\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \\
\text { Pauli-X } \quad X & =\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \\
\text { Pauli-Y } Y & =\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \\
\text { Pauli-Z } Z & =\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], \\
\text { Phase } P & =\left[\begin{array}{cc}
1 & 0 \\
0 & i
\end{array}\right], \\
\text { Rotation- } \pi / 8 \quad T & =\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \pi / 4}
\end{array}\right], \\
\text { controlled-Not CNOT } & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0
\end{array}\right] \\
\text { swap } S & =\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
\end{aligned}
$$

A set of quantum gates is said to be universal for quantum computation if any unitary operation can be approximated to arbitrary accuracy by a quantum circuit involving only those gates. in the literature, there exists many examples of universal set of gates [27]:

- The Hadamard, Phase, CNOT and $\pi / 8$ Rotation gates,
- The Hadamard, Phase, CNOT and Toffoli gates,
- Single qubit and CNOT gates.

In quantum circuit model, measurements can always be moved to the end of the circuit and this process is performed in the computational basis of one or more of the qubits of the circuit.

All the different settings of exact, zero-error and two-sided bounded error can be also considered for the computation of a function with a quantum circuit model.

In the remaining part of this subsection we present the quantum circuits model in the most general setting, with mixed state, which was introduced by Aharonov et al. in [1]. They also showed that this model is polynomially equivalent in computational power to the standard unitary quantum circuit model, introduced by Deutsch [12].

We start by definition of the building blocks of a network i.e. gates.
Definition 2 A quantum gate, g, of order $(k, l)$ is a trace preserving, completely positive, linear map from density matrices on $k$ qubits to density matrices on $l$ qubits. Its action on a density matrix $\rho$ is denoted as $g \circ \rho$.

The definition of a quantum network in the general setting of working with mixed states and CP maps is:

Definition 3 Let $\mathcal{G}$ be a family of quantum gates. A quantum circuit that uses gates from $\mathcal{G}$ is a directed acyclic graph. Each node $v$ in graph is labeled by a gate $g_{v} \in \mathcal{G}$ of order $\left(k_{v}, l_{v}\right)$. The in-degree and out-degree of $v$ are equal $k_{v}$ and $l_{v}$, respectively. An arbitrary subset of the inputs are labeled blank. An arbitrary subset of the outputs are labeled result.

The final definition describes the function computed by a quantum network:
Definition 4 Let $Q$ be a quantum circuit, with n inputs and $r$ result outputs. The probabilistic function computed by $Q, f_{Q}:\{0,1\}^{n} \rightarrow[0,1]^{\{0,1\}^{r}}$ is defined as follows: For input $i$, the probability for getting the output $j$ is

$$
f_{i, j}=\left.\langle j|(Q \circ|i\rangle\langle i|)\right|_{A}|j\rangle,
$$

where $A$ is the set of the result outputs.

## 4 Quantum Query Model

One important way of comparing the efficiencies of quantum and classical algorithms is by analysing query complexity, which measures the number of invocations of an oracle which may be a standard circuit (or a Turing machine) implementing a useful sub-routine, a physical device, or a purely theoretical construct - needed to complete a task.

We consider an oracle to be a given quantum circuit which efficiently implements a boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$. Equivalently, an oracle (black-box) contains an $N$ tuple $\left(N=2^{n}\right)$ of Boolean variables $X=\left(x_{0}, x_{1}, \cdots, x_{N-1}\right)$. The box is equipped to output $x_{i}$ on input $i$. The goal is to determine some property of $X$ accessing the $x_{i}$ only through the black box. Such a black-box access is called a query and assumes to have a unit cost of evaluation. A property of $X$ is any Boolean function that depends on $X$. Assume $N=2^{n}$, a property can be represented with a function of the following type:

$$
F:\{0,1\}^{N} \rightarrow\{0,1\}
$$

As mentioned before we can consider different settings for computing $F$ on $\{0,1\}^{N}$ in the query model. The minimum number of queries required by a quantum circuit to compute
$F$ in the exact, zero-error, and bounded-error settings, is denoted by $Q_{E}(F), Q_{0}(F)$ and $Q_{2}(F)$, respectively.

A number of general results show the limitations and advantages of quantum computers using the query complexity models $[13,6,3,2,30,8,10]$. It is clear that upper bounds in the query model implies upper bounds for computational complexity, i.e. for the circuit description model in which the function $X$ is succinctly described as a $(\log N)^{\mathcal{O}(1)}$-sized circuit computing $x_{i}$ from $i$. On the other hand, lower bounds in the black-box model do not imply lower bounds in the circuit model, though they can provide useful guidance, indicating what certain algorithmic approaches are capable of accomplishing. In [2], some general lower bounds for query complexity of computing an arbitrary Boolean function $F$ are given.
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[^0]:    ${ }^{1}$ Gordon Moore, one of the founders of the Intel, observed in mid 1960's that the memory capacity of a typical chip doubles roughly every eighteen months while its physical size remains the same.

