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The Castelnuovo Mumford regularity

@ is one of the most important invariants of a graded module.
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Castelnuovo Mumford regularity

The Castelnuovo Mumford regularity
@ is one of the most important invariants of a graded module.

@ is related to the theory of syzygies which connects the qualitative study of
algebraic varieties and commutative rings with the study of their defining
equations.

@ is related to the local cohomology theory
@ is a good measure of the complexity of computing Grébner bases.

@ is a very active area of research which involves specialists working in
commutative algebra, algebraic geometry and computational algebra.
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@ Castelnuovo Mumford Regularity via minimal free resolutions and Hilbert
functions

@ Castelnuovo Mumford Regularity and local cohomology: its behavior
relative to Hyperplane sections, Sums, Products, Intersections of ideals

@ Castelnuovo Mumford regularity: computational aspects
© Finiteness of Hilbert Functions and regularity: Kleiman’s result
@ Bounds on the regularity and Open Problems
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Notations

@ Denote

a polynomial ring over a field k with deg x; = 1

P; := k-vector space generated by the forms of P of degree j.
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Notations

@ Denote

a polynomial ring over a field k with deg x; = 1

P; := k-vector space generated by the forms of P of degree j.

@ M a finitely generated graded P-module (such as an homogeneous ideal

lor P/l),i.e.
M = &M,

as abelian groups and P;M; C M, for every i,j.

Let d € Z, the d-th twist of M
M(d), = i+d-

June, 2011
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Hilbert Function

Definition
The numerical function
HFM(_/) = dimk /V,j

is called the Hilbert function of M.
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Hilbert Function

Definition
The numerical function

HFM(_/) = dimk /V,j

is called the Hilbert function of M.

Assume M = P/I where | is an homogeneous ideal of P. Then

HFp/i(j) = dimk(P/1);

(Universita di Genova) Castelnuovo-Mumford regularity and applications June, 2011



functions

Hilbert Function

Definition
The numerical function

HFw(j) := dimy M;

is called the Hilbert function of M.

Assume M = P/I where | is an homogeneous ideal of P. Then

HFp/i(j) = dimk(P/1);

An important motivation arises in projective geometry: let X C P" be a projective
variety defined by I = I(X) C P = K[xo, ..., X].

If we write A(X) = P/I(X) for the homogeneous coordinate ring of X :

HFx(j) = dimi A(X); = dimy P, — dimy | = (r ‘rL/> — dimy J
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Hilbert Function

Definition
The numerical function

HFw(j) := dimy M;

is called the Hilbert function of M.

Assume M = P/I where | is an homogeneous ideal of P. Then

HFp/1(j) = dim(P/1);

An important motivation arises in projective geometry: let X C P" be a projective
variety defined by I = I(X) C P = K[xo, ..., X].

If we write A(X) = P/I(X) for the homogeneous coordinate ring of X :

HFx(j) = dimi A(X); = dimy P, — dimy | = (’ ‘rL/> — dimy J

dimg J; --» the "number" of hypersurfaces of degree j vanishing on X.
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Hilbert Function

Let 7 be a term ordering on T”, then G = {f;,...,fs} is a 7-Grébner basis
of I if
Lt (/) :=< Lt.(f) : fel>={Lt.(f),...,Lt. ()}

The residue classes of the elements of T" \ Lt.(/) form a k-basis of P/I.

(Universita di Genova) Castelnuovo-Mumford regularity and applications June, 2011 7126



functions

Hilbert Function

Let 7 be a term ordering on T”, then G = {f;,...,fs} is a 7-Grébner basis
of I if
Lt (/) :=< Lt.(f) : fel>={Lt.(f),...,Lt. ()}

The residue classes of the elements of T" \ Lt.(/) form a k-basis of P/I.

Proposition (Macaulay)
Forevery j >0

HFp,1(j) = HFp; 1, (1) (/)
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H|Ibert Polynom|al Hilbert Series

@ HFy(j) for j > 0 agrees with HPy(X) a polynomial of degree d — 1
where d = Krull dimension of M (> 0).

HP(j) is called Hilbert Polynomial and it encodes several asymptotic
information on M.
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H|Ibert Polynom|al Hilbert Series

@ HFy(j) for j > 0 agrees with HPy(X) a polynomial of degree d — 1
where d = Krull dimension of M (> 0).

HP(j) is called Hilbert Polynomial and it encodes several asymptotic
information on M.

@ A more compact information can be encoded by the Hilbert Series

hw(2)
HSu(2) .= HFu(j)Z = -2y
/>0

(Hilbert — Serre)

where hy(1) = e > 0 is the multiplicity of M and d = dim M.
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H|Ibert Polynom|al Hilbert Series

@ HFy(j) for j > 0 agrees with HPy(X) a polynomial of degree d — 1
where d = Krull dimension of M (> 0).

HP(j) is called Hilbert Polynomial and it encodes several asymptotic
information on M.

@ A more compact information can be encoded by the Hilbert Series
hu(2)

- 2)7 (Hilbert — Serre)

HSu(z Z HFu(j)Z =

/>0
where hy(1) = e > 0 is the multiplicity of M and d = dim M.

@ Define
reg-index(M) := max{j : HFum(j) # HPum(j)}
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Example

I:=Ideal (x"2,xy,xz, y"3);
H:=Hilbert (R/I);

H;
H(0) 1
H(t) = 3 for t >= 1

Poincare (R/1I); (or HilbertSeries (R/I);)
(1 + 2x) / (1-x)
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Mlnlmal free resolutlons

@ A graded free resolution of M as a graded P-module is an exact complex
(ker fi_y = Im f; for every j)

F: . FBF ™. SR ARB M0

where F; are free P-modules and f; are homogeneous homomorphisms
(of degree 0).
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Mlnlmal free resolutlons

@ A graded free resolution of M as a graded P-module is an exact complex
(ker fi_y = Im f; for every j)

F: . FBF ™. SR ARB M0

where F; are free P-modules and f; are homogeneous homomorphisms
(of degree 0).

@ [ is minimal if for every i > 1
Im f; € mF;_4

where m= (x,. .., Xn).
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EX|stence of mmlmal graded free resolutions
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EX|stence of m|n|mal graded free resolutions

@ Every finitely generated P-module admits a minimal free resolution:

F: o FhF ™ sRARBM0
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EX|stence of mmlmal graded free resolutions

@ Every finitely generated P-module admits a minimal free resolution:

F: o FhF ™ sRARBM0

@ We are interested in building a graded minimal P-free resolution:
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EX|stence of mmlmal graded free resolutions

@ Every finitely generated P-module admits a minimal free resolution:
fo
F: ...FthFh,1 h—>1- —>F1 Fo—)M—)O
@ We are interested in building a graded minimal P-free resolution:
M =< my,...,m >p minimally generated with deg m; = ay;.
Define the homogeneous epimorphism:

Fo = @IP( ao/)—>M—>O

e ~ m
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EX|stence of mmlmal graded free resolutions

@ Every finitely generated P-module admits a minimal free resolution:

F: ...FthFh,1fh—7)1- —>F1 Fo—)M—)O
@ We are interested in building a graded minimal P-free resolution:

M =< my,...,m >p minimally generated with deg m; = ay;.
Define the homogeneous epimorphism:

Fo = @IP( ao/)—>M—>O

e ~ m
By the minimality of the system of generators
Ker fy C mFy
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EX|stence of m|n|mal graded free resolutions

@ Every finitely generated P-module admits a minimal free resolution:

F: o FhF ™ sRARBM0

@ We are interested in building a graded minimal P-free resolution:

M =< my,...,m >p minimally generated with deg m; = ay;.
Define the homogeneous epimorphism:

Fo = @IP( ao/)—>M—>O

g ~ m
By the minimality of the system of generators
Ker fy C mFy

We can iterate the procedure

0 — Kerf, — F = &;P(—ay) - Kerf_1 — 0
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Example

I = (x?,xy,xz,y%) in P=K[x,y,z|]. Define
P(-2% @ P(-3) % 150

e ~ X2
€ ~~ Xy
€3 ~~» XZ
€4 ~> ys
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Example

I = (x?,xy,xz,y%) in P=K[x,y,z|]. Define
P(-2% @ P(-3) % 150

X2

e ~
€2~ XY
€3 ~~

€4~y
Syzi(l) = Ker fy is generated by s; = ye; — xeo; s, = zey — xes;
S3 = 262 — Y€3; S4 = y2es — Xex.

XZ
3
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Example

I = (x?,xy,xz,y%) in P=K[x,y,z|]. Define

P(-2% @ P(-3) % 150
eq v X2
62 > Xy
€3~ XZ
3
€4~ Y
Syzi(l) = Ker fy is generated by s; = ye; — xeo; s, = zey — xes;
S3 = z€ — yes; S4 = y?e» — xe4. Define
P(-3)% & P(—4) & Syz(I) - 0

€ ~> 5
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Example

I = (x?,xy,xz,y%) in P=K[x,y,z|]. Define

P(-2% @ P(-3) % 150
eq v X2
62 > Xy
€3~ XZ
3
€4~ Y
Syzi(l) = Ker fy is generated by s; = ye; — xeo; s, = zey — xes;
S3 = z€ — yes; S4 = y?e» — xe4. Define
P(-3)% & P(—4) & Syz(I) - 0

€ ~> 5
Syzy(I) = Ker f; is generated by s = ze| — ye, + xej.
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Example

I = (x?,xy,xz,y%) in P=K[x,y,z|]. Define
P(-2% @ P(-3) % 150

e ~ X2

€2 ~ Xy

€3~ XZ

€4 ~> ys
Syzi(l) = Ker fy is generated by s; = ye; — xeo; s, = zey — xes;
S3 = z€ — yes; S4 = y?e» — xe4. Define

P(=3)% @ P(—4) & Syz(I) - 0
€ ~> 5
Syzy(I) = Ker f; is generated by s = ze| — ye, + xej.
A minimal free resolution of / as P-module is given by:
0 P(~4) 5 P(—3)° @ P(—4) s P(—2)3 @ P(-3) & 1 - 0.

1~8
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M|n|mal graded free resolution

A minimal graded free resolution of M as P-module can be presented as
follows:

F: @ P(—ay) B

Bh— fa—1 fii B fo
=1 @j:ﬁ‘P(fah,U) — ... %@1:01/3(730/)%/\/,*)0
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Minimal graded free resolution

A minimal graded free resolution of M as P-module can be presented as
follows:

/ fn foe t f
F:ooo oy P(—ay) B ol P(-any) 5 ... > &2 P(—ag) 5 M -0

It will be useful rewrite the resolution as follows:

o= Fi = @0 P(=) = - = @j20P(=) = M
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M|n|mal graded free resolution

A minimal graded free resolution of M as P-module can be presented as
follows:

p fh f;
F: -0 P(—ay) B el P(—an_y) ™ ... 5 & P(—ag) B M = 0
It will be useful rewrite the resolution as follows:
+ = Fi = @j50P(—) = - = @0 P(—))* = M

1) ;>0
2) Bj; = cardinality of the shift (—j) in position i (8; = " ;)
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M|n|mal graded free resolution

A minimal graded free resolution of M as P-module can be presented as
follows:

T

‘ / fr_ f;
F: @ P(—ay) B e P(—an_i)) 5 ... B @ P(—ay) & M =0
J J] J]

It will be useful rewrite the resolution as follows:

= Fi= @/‘zop(*j)ﬁ’/ — s — EszoP(*j)‘ﬁO/ — M

1) ;>0
2) Bj; = cardinality of the shift (—j) in position i (8; = " ;)

Question. Does jj; (hence a;) depend on the maps f; of the resolution?

We remind that in proving the existence of a minimal free resolution we can choose
different system of generators of the kernels, hence different maps.
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Basic facts

We prove that the graded Betti numbers are uniquely determined by M.

Proposition

Bj = Bij(M) = dimy Torf' (M, k);

and we call these integers graded Betti numbers of M.
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Basic facts

We prove that the graded Betti numbers are uniquely determined by M.

Proposition

Bj = Bij(M) = dimy Torf' (M, k);

and we call these integers graded Betti numbers of M.

In fact
TorP (M, k) = Hi(F @ P/m)
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Basic facts

We prove that the graded Betti numbers are uniquely determined by M.

Proposition

Bj = Bij(M) = dimy Torf' (M, k);

and we call these integers graded Betti numbers of M.

In fact
TorP (M, k) = Hi(F @ P/m)

By the minimality of F the maps of the new complex F ® P/m are trivial
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Basic facts

We prove that the graded Betti numbers are uniquely determined by M.

Proposition

Bij = Bij(M) = dimy Tor{ (M, k),

and we call these integers graded Betti numbers of M.

In fact
TorP (M, k) = Hi(F @ P/m)

By the minimality of F the maps of the new complex F ® P/m are trivial,
hence we have

Tor[ (M, k); = [Bmzo0P(—m)’m @ P/m]; = [Bmzok(—m)Pm]; =

= ®mo(kj-m)™ = k7

m=j
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The resolutlon flxes the Hilbert Function

Let / be an homogeneous ideal of P.

Proposition

If Bj = B;j(P/1) are the graded Betti numbers of P/l, then the Hilbert series of
P/I is given by . .
1+ Eij(_1 )I+1/3,'jZ/

(1-2)r

HSp/(2) =
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The resolutlon flxes the Hilbert Function

Let / be an homogeneous ideal of P.

Proposition

If Bj = B;j(P/1) are the graded Betti numbers of P/l, then the Hilbert series of
P/I is given by . .
1+ Eij(_1 )I+1/3,'jZ/

(1-2)r

HSp/(2) =

If we consider the previous example | = (x?, xy, xz, y®) in P = K[x, y, z]. We
have seen that a minimal free resolution of / as P-module is given by:

0— P(—4) = P(-3)*® P(-4) —» P(—2)*® P(-3) = P — P/l — 0.
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The resolutlon flxes the Hilbert Function

Let / be an homogeneous ideal of P.

Proposition

If Bj = B;j(P/1) are the graded Betti numbers of P/l, then the Hilbert series of
P/I is given by . .
1+ Eij(_1 )I+1/3,'jZ/

(1-2)r

HSp/(2) =

If we consider the previous example | = (x?, xy, xz, y®) in P = K[x, y, z]. We
have seen that a minimal free resolution of / as P-module is given by:

0— P(—4) = P(-3)*® P(-4) —» P(—2)*® P(-3) = P — P/l — 0.

Since HSP(,C/)A(Z) = (1“3722 )
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The resolutlon flxes the Hilbert Function

Let / be an homogeneous ideal of P.

Proposition

If Bj = B;j(P/1) are the graded Betti numbers of P/l, then the Hilbert series of
P/I is given by . .
14+ Eij(_1 )I+1/3,'jZ/

(1-2)

HSp/(2) =

If we consider the previous example | = (x?, xy, xz, y®) in P = K[x, y, z]. We
have seen that a minimal free resolution of / as P-module is given by:

0— P(—4) = P(-3)*® P(-4) —» P(—2)*® P(-3) = P — P/l — 0.

Since HSp(_q)s(2) = (1—2 then

1-322-28+438+24-2* 142z
(1-2)8 11—z

HSp/(2) =
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Exercise

Consider

four distinct points in the plane.

Denote A(X) = K[xo, X1, X2]/1(X) the corresponding coordinate ring.
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Exercise

Consider

four distinct points in the plane.
Denote A(X) = Kk[xo, X1, x2]/1(X) the corresponding coordinate ring. Prove:

@ the Hilbert polynomial of a set of four points, no matter what the
configuration, is a constant polynomial HPx(n) = 4.
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Exercise

Consider

four distinct points in the plane.

Denote A(X) = Kk[xo, X1, x2]/1(X) the corresponding coordinate ring. Prove:

@ the Hilbert polynomial of a set of four points, no matter what the
configuration, is a constant polynomial HPx(n) = 4.

@ the Hilbert function of X depends only on whether all four points lie on a
line.
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Exercise

Consider

four distinct points in the plane.
Denote A(X) = Kk[xo, X1, x2]/1(X) the corresponding coordinate ring. Prove:

@ the Hilbert polynomial of a set of four points, no matter what the
configuration, is a constant polynomial HPx(n) = 4.

@ the Hilbert function of X depends only on whether all four points lie on a
line.

@ The graded Betti numbers of the minimal resolution, in contrast, capture
all the remaining geometry: they tell us whether any three of the points
are collinear as well.
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H|Ibert S Syzygy Theorem

Theorem (Hilbert’s Syzygy Theorem)
Every finitely generated P-module has a finite free resolution (of length < n)
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H|Ibert S Syzygy Theorem

Theorem (Hilbert’s Syzygy Theorem)
Every finitely generated P-module has a finite free resolution (of length < n)

We remind that Tori(k, M) = H;(K ® M) where K is a minimal free resolution
of k= P/(x1,...,X;) as P-module.
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H|Ibert S Syzygy Theorem

Theorem (Hilbert’s Syzygy Theorem)
Every finitely generated P-module has a finite free resolution (of length < n)

We remind that Tori(k, M) = H;(K ® M) where K is a minimal free resolution
of k= P/(x1,...,X;) as P-module.

Hence we consider the Koszul complex of (xi,..., Xs).:

K:0— P(—m)() = P(—n+ 1)) = .. 5 p-1)() = p
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H|Ibert S Syzygy Theorem

Theorem (Hilbert’s Syzygy Theorem)
Every finitely generated P-module has a finite free resolution (of length < n)

We remind that Tori(k, M) = H;(K ® M) where K is a minimal free resolution
of k= P/(x1,...,X;) as P-module.

Hence we consider the Koszul complex of (xi,..., Xs).:

K:0— P(—m)() = P(—n+ 1)) = .. 5 p-1)() = p

We deduce
Tori(k,M) = H(K®@ M) =0

forevery i>n+1 (Ki=0fori>n+1).

(Universita di Genova) Castelnuovo-Mumford regularity and applications June, 2011 17/26



functions

Auslander Buchsbaum formula

If M has the following minimal P-free resolution:

00— Fp= @jzop(_j)ﬂni SN @jzop(_j)ﬁoj' S M
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Auslander Buchsbaum formula

If M has the following minimal P-free resolution:

00— Fp= @jzop(_j)ﬂni SN @jzop(_j)ﬁoj' S M
Define the Projective dimension (or Homological dimension) of M

pd(M) := max{i : B;(M) # 0 for some j}

that is h = length of the resolution.
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Auslander Buchsbaum formula

If M has the following minimal P-free resolution:

0 — Fn = @js0P(—j)P — -+ = @joP(—f) = M
Define the Projective dimension (or Homological dimension) of M
pd(M) := max{i : B;(M) # 0 for some j}

that is h = length of the resolution.

Theorem (Auslander-Buchsbaum)

pdp(M) = n — depth(M)
where depth(M) = length of a (indeed any) maximal M -regular sequence in

m=(X1,...,Xn)-
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Auslander Buchsbaum formula

If M has the following minimal P-free resolution:
0 — Fn = @js0P(—j)P — -+ = @joP(—f) = M
Define the Projective dimension (or Homological dimension) of M
pd(M) := max{i : B;(M) # 0 for some j}

that is h = length of the resolution.

Theorem (Auslander-Buchsbaum)

pdp(M) = n — depth(M)

where depth(M) = length of a (indeed any) maximal M -regular sequence in

m=(X1,...,Xn)-

M is Cohen-Macaulay <= depthM =dimM <= pdp(M) = n—dim M.
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Betti Diagram

The numerical invariants in a minimal free resolution can presented by using
"a piece of notation" introduced by Bayer and Stillman: the Betti diagram.

This is a table displaying the numbers j;; in the pattern

0 1 2 o
0:| Boo | Bi1 Boo - | Bi
1:] Bot | B2 Bo3 < | Bii
S: .503 ;31 S+1 .525+2 T .ﬁn‘+s
> | Bo | B B2 | Bi

with 3 in the i-th column and (j — /)-th row.
Thus the i-th column corresponds to the i-th free module

Fi = @;P(=j)".
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Example

(CoCoA)
Use R ::= QQI[t,x,y,z];
I := Ideal (x"2-yt,xy-zt,xy);
Res (I);
0 ——> R"2(-5) —-—> R4 (-4) —--—> R"3(-2)
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Given a minimal P-free resolution of M :
F:.... — F; = @P(—j)M — ... & Fy = @P(—j)PuM)
the Castelnuovo-Mumford regularity of M

reg(M) = miax{j —i: Bi(M) # 0}
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Definition
Given a minimal P-free resolution of M :

F:.... — F; = @P(—j)M — ... & Fy = @P(—j)PuM)

the Castelnuovo-Mumford regularity of M

reg(M) = miax{j —i: Bi(M) # 0}

Equivalently if we write

F: ... @fg P(—ap) Iy EB]/-B:h?P(fah—U) L ° 2 P(—ao;) M0
Define
a; == max{a;j — i}(> 0)
i
then

reg(M) = mlax{a,-}
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If we consider THE example
I = (x%,xy,xz,y%) C P=K[x,y,2Z].
We have seen that a minimal free resolution of / as P-module is given by:

0 F=P(-4) 5 F = P(-3)®® P(—4) & Ffy = P(—2) @ P(-3) B 1 - 0.
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If we consider THE example

I = (x%,xy,xz,y%) C P=K[x,y,2Z].
We have seen that a minimal free resolution of / as P-module is given by:
0 F=P(-4) 5 F = P(-3)®® P(—4) & Ffy = P(—2) @ P(-3) B 1 - 0.

Then
@ pd()=2
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If we consider THE example

I = (x%,xy,xz,y%) C P=K[x,y,2Z].
We have seen that a minimal free resolution of / as P-module is given by:
0 F=P(-4) 5 F = P(-3)®® P(—4) & Ffy = P(—2) @ P(-3) B 1 - 0.

Then
@ pd(/)=2
@ reg(l) = 3 = max degree of a minimal generator.
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If we consider THE example

I = (x%,xy,xz,y%) C P=K[x,y,2Z].
We have seen that a minimal free resolution of / as P-module is given by:
0 F=P(-4) 5 F = P(-3)®® P(—4) & Ffy = P(—2) @ P(-3) B 1 - 0.

Then
@ pd(/)=2
@ reg(l) = 3 = max degree of a minimal generator.
e dmP//=1 (we know that HSp//(z) = 122 ).

Hence P/! is not Cohen-Macaulay since pd(P/l) =3 >3 —-dimP/I = 2.
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If we consider THE example
I = (x%,xy,xz,y%) C P=K[x,y,2Z].

We have seen that a minimal free resolution of / as P-module is given by:

0= F=P(-4) 5 F=P(-302aP(-4) 5 F=P(-220P(-3) & 1> 0.

Then
@ pd(/)=2
@ reg(l) = 3 = max degree of a minimal generator.
e dmP//=1 (we know that HSp//(z) = 122 ).

1—-z
Hence P/! is not Cohen-Macaulay since pd(P/l) =3 >3 —-dimP/I = 2.
@ reg-index(P/) =1 < reg(P/l)=2
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Use P ::= Q[x,y,z,wW];
I := Ideal (xz-yw, xw-y"2, X"2y+xzw, Xy"2, Xyz);
Reg (I);

0 1 2 3
2 2 = =
3 3 S) - -
4 - 3 6 2
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Remarks

o (Exercise) If M has finite length, then reg(M) = max{j : M; # 0}.
e reg(/) =reg(P/l)+ 1 > maximum degree of a minimal generator of /

o reg(P/l) coincides with the last non-zero row in the Betti diagram
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Stillman’s conjecture

R = k[x1,....xn]/I = (f1,..., f;) where f; are forms of degree d;.
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Stillman’s conjecture

R = k[x1,....xn]/I = (f1,..., f;) where f; are forms of degree d;.

In general pd(/), as well reg(/), can grew relatively fast as one increases the
number of generators and the degrees.
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Stillman’s conjecture

R = k[x1,....xn]/I = (f1,..., f;) where f; are forms of degree d;.

In general pd(/), as well reg(/), can grew relatively fast as one increases the
number of generators and the degrees.

Conjecture (Stillman)

There is an upper bound, independent of n, on pd(l), for any ideal |
generated by r homogeneous polynomials of given degrees.

Ananyan-Hochster (2011): Positive answer if d; < 2.
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Stillman’s conjecture

R = k[x1,....xn]/I = (f1,..., f;) where f; are forms of degree d;.

In general pd(/), as well reg(/), can grew relatively fast as one increases the
number of generators and the degrees.

Conjecture (Stillman)

There is an upper bound, independent of n, on pd(l), for any ideal |
generated by r homogeneous polynomials of given degrees.

Ananyan-Hochster (2011): Positive answer if d; < 2.

Equivalently to:

Conjecture (Caviglia-Kumini)

There is an upper bound, independent of n, on the Castelnuovo-Mumford
regularity for any ideal | generated by r homogeneous polynomials of given
degrees.
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Exercises

Exercise Consider the homogeneous coordinate ring of the “twisted cubic:
R = K[s®, s%t, st?, %]

@ Prove that R = P/l where P = K[xp,...,x3s] and I = b (Xo X1 X2>

X1 Xo X3
@ Prove that R is CM
@ Compute HFg(j), reg(R)
@ Compare reg(/) and reg(Lt,(/)) with = any term ordering

Exercise Consider the homogeneous coordinate ring of the smooth rational
quartic in P3
R = K[s* %, st3, t*]

@ Prove that R~ P/l where P = K|[xo, ..., x3] and
Xo X2 XXz X
/: l2 2
X1 XoXo X5 X3
@ Prove that R is not CM
@ Compute reg(/)
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