Sa S Yl oliadg Je «wnludly ) 035 Ja Ul GTamen 9 P (w3ine Hiuled (yprogan
Y40 olo ygspuahs A JI#

iow o Slual g doadio

a4 Jlo o il plaie loaids, flgic 4 o § (Jbo cwdige jgyel GLio ;o 4T Cllls a4z g5 Wl gl so (bl
Obles sloslaiwl JUie olame ay o3lo co a8 iy Jbaas oS sloylil sl eslainl b oass, (ol L o e o8 Bluwe
g dow ( Jlo (6,105 55,0 sl oY laylpl il s cV¥olae g VLl lal (goae § (sjlwacis la by, ¢ Bolas
a9 o bl anza (n a5 by 5 ig0 )30 0 b atilgioe Olminen 5 (Jlo Glussige diind S Sy poe
Sba bl 5l plrtnen 5 (b pladige (uils S5 (lgiee Gl pli waims )3 Coles 090 1) )90 (Sien Lo

2 esY st g (Rl glatgel sgzg pos (lnl )0 (e 5 Jlo (ot 4 ax g pas Lol BYs 5 (S
oliilo e o3 slogysd (9 3 S s SlacS > 3l gladls ;o (2RI sl b0l 4z ST ol baaia; o
4 oBuils g0 cpl A conl maly Lol oo pass l> aS atils siige dupd oRiils o loy Al pole LSS OMass
Sl aslylailsg a5 (glad > slopersil 952y pae rizren LIS 490 @ ]y (Fedstee iz b g el 2leS
Sz Sl o393l sg2ge @l Wilo | (e 5 (Jlo (omdites a0 (K08 oy 4l g) p3Y (slad >
Cupde s Jlo lad > slovoyso )15 5 Olnl (Jlo 5 dem Slaslre (ole Gazl LSS Gszmen 2l A 4 Ol o0

9)ls 092y gob; galols joim p3¥ oSl & (o, B Jy 05 oylil FRM g CFA o5 sk 4y (S

)l Gl Cowenl JJs 90 4 e 9 (o gwdige aie) j0 b oS g la il jaiST (655
oy 5 Jlo sladie) j0 j5iS 55, slajls bl ;o 0¥ (ils 8955 ey WolKiils (rn p3Y LLS | ol )
Lo g gl > (sisel ( Biils sla sy yw oY LS, syl Y

o5 oo oY (ale dilgidy (B (e (e 5 (Il (ot (IS ZohS LBl g Lk (sl (LM e &l 5o
A5 A4S 0ol oo o diees b cpl jo p3Y aRuils ¢ glad > igel Slls 4 oo silS cwyp b og dwles
Pl oleas F pl o &80 o aiS g0 &S b Slegdge pl b s e ade sla il iaiS o aVlS job 4y (glad >
Sgds g 08ls  Jlo ylwdige g e 4 lad > sla ozl By b 5l aS #3Y Sliloel Laas 4y o lge 51 (6 by
Ol o 9 Jlo (i Galod raser )15 0 dad (e 5 (b Glosige 09,5 polaie (o Ce 5,5

55l 1y goby slazils oSy Sbijwe 4 VYA g 05 #-A 0,6 ,0 (FINACT-IRAN 2016)

owlod (55155 9 dies



Sa S Yl oliadg Je «wnludly ) 035 Ja Ul GTamen 9 P (w3ine Hiuled (yprogan
YD olo ygapucs A JI 7

iowlod pl Slanl

flhedlime w3 (s 9 Jbo SLedly; ane jo Slidon i)l sl Gapis @

988 )0 dow g Jo Coo b bl | oo 5 olRails aslul s abaly sl gl 31905 @

oy 5 Jlo Dlegdge b 115 )0 i Sluwdo s bl olul b slas ) oo Sliass ploxil 4y 31905 @

Ao )0 Y ige ol bl olul slp lpae 3YL slaos, paar ey 5 Jbo o b olbls )| 55 @

$9ES 59, LS 4 axgi b oo 9 (b owiipge aie 5o
T 9 (o swdige A 0 maind ol BlaSl S e

i led cpl 50 Gy 9590 Wlegdgo
el s Jlo ) Cupoe @
dos 5 Jlo 5,15 @
S5 A § do Sy Copde @
o 9 L] @
izl gloasy @

©oae sla g, @

u».tlo..b B s
) oMby ‘J}’)?‘J oKl ‘LA’T J-grb

i lod (cole aiws slas!

OLdS 2 p50) oltdls ol

LS Jobls S Jg, ooy, Lo jauo

JUOCGUO P TRIPIN L AR VP ESP RV 0N

LS g, oSl ¢ i o aY

wlblb adle olKiils « Slias (5,0l daze

i g RS LT 05, onisly jsend el

5 ol (a5 S oSy (GBI
5 4 gl onSs 3l oK (Sl g S
iy (o ol iS55 (500b 03

@y o ol ¢ gl g

Ol osSL olRasls (6,5 (Mo HlgaS

G ol oy ol8 (LT olRls (ogd )]

i Sy oKl ool el

sl B oy oKD (659 b (Sal (e

LS g gl olSsls ¢ 53 (el

olbll aodle olEsls ¢ s ooludl e



Sa S Yl oliadg Je «wnludly ) 035 Ja Ul GTamen 9 P (w3ine Hiuled (yprogan
Y40 olo ygspuahs A JI#

o lod @J)ql QoS glacl

LSSl ¢ Jgs y9d olKisls bl 0y pum

Sl Sl oSl c0oly sy
oloss el ool (LeaSs b olSadls o by B 8 e
JUS SV B PO L PN L g X VR D IRV

iowled o>l o
Lg.)L:.:a_ Lgl.a’ ui‘..i‘.b omsk ‘Lo.:.;.mb (oo

tomles ol ol

oS gl sixio Biils @
oils aclil e @

Olpl ool pes s e



CRIFT) LSLQQEL) oliw@,); wnludls ) 035 2953
Y40 ole ygs i A JI#

Ol GTaess 9 Sllo (i pinled (roguw

s “olabed gl 9, 4l ———
okl | Egpw

a8 Y (4 Lidl) (i Lo pus Yo | Qee
43> £0 39780 Sl (e Veieo | QY
43310 | (ol o 5 dom Sluwlons ols o) piglod gols | Voi¥+ | Voze0
LB Y ELYRY) Yoo | Yor¥e
48,85 £0 S pod AV YY:Yo | Vel
4835 Y0 (s aslil awd) islod ool YY:£e | YN:Yo
aLd> Yo OSWCY 905w (ARSI RE 2
PEICER Pl g yd Je YY:Le | VY
aadd Yo (032 w9l 8 S8 o) islod ol yY:00 | VY€
a28> o 3 9 3ld VY00 | VY:00
488> £0 & y2oldoon ol Y&:€e | VY00
a8y e SOl 3,5 50 Yoige | V&g
a88> Yo EUYEY] Yiee | YO:Eo
oS B 09 iy Jol pisw $3l9o S Sl yideuw
ALB> Y+ cshban o 2351 (82 ,5wd d>g o 50 VYo | Ve
aLdy Y S by ] Ul (owid doS> | Ylafe | VLYo
aa8> Y. P U Plosw yidy g YView | Y80
a8y Yo S YV:Ye | YVies
a5 Y RETLEYRC W g d] daseo YV:¥e | IV:Ye
48,85 Y+ P2lo g s W e A ,d YWioe | YViY
FERR 55 43 o2 0 855 s, YA+ | Vo
A28 Y S JS b S0 125 YAY e | YA

CBL ol i (S3lgile U (ll g1 L o 5 oS &« lod (542ulS )3 (g 0 1 (Fl S g 0




Sy Sl ol 53 waludl ) 0 Kuiadg

¥4 olo yga s A JIF

Ol GTaess 9 Sllo (i pinled (roguw

= oRlod 093 9, 4oy e
okl | g9

a2.8> Yo gl gen] gl Qies | AYe
aid> £0 RERL]%-FRWES A:£0 | Qe
FERCTY I PP Y FREWES Ye:yo | Q:go
A28y Y YRY Ye¥o | YeNO
a8y Yo 9d905%0 > A R-IR R o
a8,8> Y+ LR BPSSWERSEVY Y¥:¥0 | YYeo
aidd Yo L8 ESRRVE CRYONE 00N YY:ie0 | V):Y0
agB> Yo 031 o] 33l (g pe0 YY:¥o | VY:eo
CEICLE g 39S ylokws VY:e0 [ YYYe
ag8> e J\rEPRPe Y€ie0 [ VY00
RS 09 Ly Jol Lisw Sy S e
A8y ¥+ (i g0l (g g 3,y bl Jloa Y&:Yo | V€0
a8y Yo Symo I IV s Sl Jadlgl Y€:£0 | Y€:¥o
agd> e dow Crdno D)5 a0 yo:£0 | Y&:£0
a8> Yo EYRY] Y:e0 | YO:£0
AB82Y + + dowd BISWiR g3 31 (2B Sl piSew YV:igo | Yeo
oS B @9 yidy Jol sy $5lge S S
CEICER O o0 @] bt =&y slolw YA:e0 | VV:igo
a8 8> Ve s o 3w apillabus i YA:YO | VA:eo




Sy Sl ol 53 waludl ) 0 Kuiadg

¥4 olo yga s A JIF

Ol GTiwmess 9 (o iy inled roguw

= halod @ges 5, 420 =
okl | g9

a8 8> Y e o 03l le Uee | AYe
48,85 £0 Lo 0 g q:£0 | Qiee
a8,8> Yo VPR R OPY, ye:y0 | A:£0
A8y Y EUYEY] Ye¥o | Ye2Vo

e Jsl s ]

48,85 Y+ JUSTIRI DS ye:00 | Yei¥0
a88> Yo sl lobu Plegdge Yy:¥0 | Ve:00
4> Yo Sl b, SBGgrwe b ARLERARL
a8y Yo SR 48 pe Sl 34 Yy:00 [ VY0
a8y Yo Cowgd Pl pns VYY:ye | V)00
A8 Y. ) R VR VL XV YY:¥o | VYV
aid> £0 EJEC VN 1FYe [VYvo
ag 8y Ve (anolial) piolon gud ¥ | IYeY.
4285 e YL | Yy

Hd 9 ke (g, uSe



Abstracts of the Talks
(In Alphabetical Order)






The 3% FINACT-IRAN Conference, IPM, Tehran, 2016

Proposing a price model for credit default swap in a two price economies

framework

Mohammad Jelodari Mamaghani*, Mohammad Adinevand
Allameh Tabataba’i, imamaghan@yahoo.com
Allameh Tabataba’i, mohammad.adine@yahoo.com

Abstract

Issuing debt is one of the ways to finance companies, financial institutions, economical
businesses and etc. The buyers of debt security are at the default risk of these companies
or financial institutions. In other word, if the debt issuing company goes default, then it
cannot meet its commitments for repaying the main and interests to the buyer. Therefore,
the debt buyer is at risk. But, he/she can insure it. Credit default swaps is one of the
newest methods for covering these kinds of risks. It is a contract by which its seller- in
exchange of receiving premium (credit default swap price) - undertakes the buyeraAZs
losses, if debt issuing company went default. Actually, in this cases, the default risk
is transferred form buyer to the seller of the credit default swap.Now, the challenge is
proposing a model for the price of credit default swaps. This paper, intends to propose
a model for credit default swap by using an acceptable risk framework for two-price
economies and pricing the neutral risks. In order to evaluate the explanatory level of this
model, regression analysis and simulated date were used. The paper concludes that in
reality, the obtained price model and price of these contracts are very close to each other.

Keywords: Credit default swap, Two-price economy, Bid and ask prices, Minmaxvar function.

Mathematics Subject Classification (2010): 91G50, 91GXX, 97M30.

References

[1] Madan, D.B., (2014). Modeling and monitoring risk acceptability in markets: The case of the
credit default swap market. Journal of Banking Finance. 47, 63-73.

[2] Carr, P., Geman, H., Madan, D.B., (2001), Pricing and hedging in incomplete markets. Journal
of Financial Economics 62, 131-167.
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The 3% FINACT-IRAN Conference, IPM, Tehran, 2016

A unified approach to princing and risk management of equity and credit

risk

Fereshteh Alibeigi* and Mahdieh Tahmasebi
Tarbiat Modares University, f.alibeigi92@gmail.com
Tarbiat Modares University, tahmasebi@modares.ac.ir

Abstract

In this paper we propose a unified for equity and credit risk modeling, where the default
time is a doubly stochastic random time. we characterise all riskneutral measures which
preserve the affine structure of the model. As an example we consider a Jump-to-defalt
extension of the Heston stochastic volatility model.

Keywords: default risk, affine processes, stochastic volatility, market price, change of measure.

Mathematics Subject Classification (2010): For example, 46J10, 46J15, 41A10.

References

[1] Fontana Claudio; Monte, Juan Miguel, A unified approach to princing and risk management
of equity and credit risk, Journal of Computational and Applied Mathematices, Vol. 259, No.
Part B, (2014).

[2] FILIPOVIC, D, Term-structure Models: A Graduate course, Springer, Berlin-Heidelberg, 2009.

*Speaker, Corresponding author

10



The 3% FINACT-IRAN Conference, IPM, Tehran, 2016

Parameter estimation using differential quadrature approach based on

radial basis functions

Jamal Amani Radf
Shahid Beheshti University, j amanirad@sbu.ac.ir

Abstract

Partially observed processes are processes where the density of the process is not
available in an integrated form. In partially observed processes, by conditioning on a
parameter(s), conditional likelihood or density can be obtained in an integrated form.
In this work, the aim is to calculate that parameter(s) that we condition on, based on
market observations over time. Therefore, an efficient numerical method for estimation of
parameters in partially observed stochastic diffusion processes is presented. The method
is a differential quadrature approach based on radial basis functions (RBFs). We present
numerical results for a short term interest rate model showing that we can generate a
smooth likelihood surface.

Keywords: Parameter estimation, Filtering, Radial Basis functions, Differential quadrature ap-
proach.

Mathematics Subject Classification (2010): 91Gxx, 33F05.

*Speaker
fCorresponding author
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The 3% FINACT-IRAN Conference, IPM, Tehran, 2016

Modelling Joint Future Lifetimes of Couples Using Bivariate Phase-type

Distribution.

S. Amirhashchi*and A. Hassan Zadeh'
Shahid Beheshti University, s.amirhashchi@sbu.ac.ir
Shahid Beheshti University, am hassanzadeh@sbu.ac.ir

Abstract

Many insurance products and pension plans provide benefits which are related to
couples, and thus under influence of the survival status of two lives. Some studies show
the future lifetime of couples are correlated. Three type of reasons available to confirm
this fact: (1) catastrophe events that affect both lives, (2) the impact of spousal death
and (3) the long-term assosiation due to common life style. Regardless of these reasons,
this dependence could have financial impact on insurance companies and pension plans
providers.

In this article we use a health index called physiological age to require a model based
on Markov process that reflects reasons of impacts. Under this model joint future life
times of couples follow a bivariate phase-type distribution (BPH). The model has physical
interpretation and closed-form expressions for some quantities and tractable computation
for other ones. We use the model to pricing some products, relevant to couples annuities
and life insurances, to show the effect of dependence on pricing.

Keywords: Bivariate Phasy-type Distribution, Physiological Age, Markov Process, Joint lifetime of
couples .

Mathematics Subject Classification (2010): 62P05.

References

[1] Assaf, D., Langberg, N. A, Savits, T. H., and Shaked, M., Multivariate phase-type distributions,
Operations Research Vol. 32(3) (1984), 688-702.

[2] Hassan Zadeh, A., Jones, B. L., and Stanford, D. A., The use of phase-type models for disability
insurance calculations, Scandinavian Actuarial Journal Vol. 2014(8) (2014), 714-728.

[3] Ji, M., Hardy, M., and Li, J. S. H., Markovian approaches to joint-life mortality, North American
Actuarial Journal Vol. 15(3) (2011), 357-376.

[4] Lin, X. S., and Liu, X., Markov aging process and phase-type law of mortality, North American
Actuarial Journal Vol. 11(4) (2007), 92-109.

[5] Rolski, T., Schmidli, H., Schmidt, V., Teugels, J., Stochastic processes for insurance and finance,
John Wiley and Sons, 2009.

[6] Zadeh, A. H. and Bilodeau, M., Fitting bivariate losses with phase-type distributions, Scandi-
navian Actuarial Journal Vol. 2013(4) (2013), 241-262.
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Transform-based evaluation of prices and Greeks of

exotic options driven by Lévy processes

N. M. Asghari *and M. Mandjes
N.M. Asghari is with Korteweg-de Vries Institute for Mathematics, Science Park 904, 1098 xH Amsterdam,
University of Amsterdam, the Netherlands, and ING Bank, Amsterdam, the Netherlands.
naser.m.asghari@gmail.com
M. Mandjes is with Korteweg-de Vries Institute for Mathematics, University of Amsterdam, Science Park
904, 1098 xH Amsterdam, the Netherlands. He is also affiliated with EURANDOM, Eindhoven University of
Technology, Eindhoven, the Netherlands, and CWI, Amsterdam the Netherlands. m.r.h.mandjes@uva.nl

Abstract

In this presentation we develop a technique, based on numerical inversion, to compute
the prices and Greeks of some exotic options driven by Lévy processes. In this setup, the
risk neutral evolution of the stock price, say S; is given by SpeXt, with Sy the initial price
and X; a Lévy process. The prices of these options are functions of the asset price St at
the maturity time 7" and also the running mazimum/minimum of the underlying asset
over expiration period. Wiener-Hopf decomposition provides us with all probabilistic
information needed to evaluate these prices. To overcome the complication that in general
only an implicit form of the Wiener-Hopf factors is available, we approximate the Lévy
process under consideration by an appropriately chosen other Lévy process for which the
double transform Ee~2%+@ is known, where 7(q) is an exponentially distributed random
variable with mean ¢~!. The second step is to write the transform of the option prices
in terms of this double transform. Finally, we use state-of-the-art numerical inversion
techniques to compute the prices and Greeks (i.e., sensitivities with respect to initial
price Sy and maturity time 7). We test our procedure for a broad range of relevant Lévy
processes, including a number of ‘traditional’ models (Black-Scholes, Merton) and more
recently proposed models (CGMY and Beta processes), showing excellent performance in
terms of speed and accuracy.

Keywords: Exotic Options, Lévy processes, Fluctuation Theory, Wiener-Hopf, Phase-Type distri-

butions

References
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EM algorithm. Scand. J. Stat., 23, pp. 419-441.
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The 3% FINACT-IRAN Conference, IPM, Tehran, 2016

Pricing CAT bonds on Iranian agricultural goods

Hirbod Assa, *f

Uniersity of Liverpool, assa@liverpool.ac.uk

Abstract

In this talk T will use the indifference pricing method to price the Catastrophe Bonds (CAT
bonds) and study the demand of CAT bonds in Iranian agricultural sector. In particular, we
will price CAT bonds of Tabriz, Mashad and a portfolio of them.

*Speaker
fCorresponding author
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Power of Malliavin Calculus in Hedging

M. Bakhshmohammadlou! R. Farnoosh.
Iran University of Science and Technology, mmohamadlou@mathdep.iust.ac.ir
Iran University of Science and Technology, rfarnoosh@iust.ac.ir

Abstract

We study a Black-Scholes environment and show that Malliavin Calculus can generate
the Delta-Hedging and Locally Risk Minimising portfolio under weaker condition. In
Delta-Hedging and Locally Risk Minimising approach we have to check the value function
V is C1? but using Malliavin Calculus we only need to consider V' € C! with bounded
derivative.

Keywords: Malliavin calculus, Hedging, Delta-Hedging, Locally Risk Minimising.
Mathematics Subject Classification (2010): 91G80.

References

[1] G. Di Nunno, B. ksendal, and F. Proske, Malliavin Calculus for Levy Processes with Applications
to Finance(in Italic), Springer, 2009, ISBN 9783540785712, 418 p.,NHH UiO.
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Optimal Investment and Risk Control Problem

Abdolsade Neisy* Faezeh Banimostafal
Allameh Tabatabaei, A- neisy@atu.ac.ir
Allameh Tabatabei, Faezeh-banimostafa@yahoo.com

Abstract

Motivated by the AIG bailout case in the financial crisis of 2007- 2008, we consider an
insurer who wants to maximize the expected utility of the terminal wealth by selecting
optimal investment and risk control strategies. The insurer’s risk process is modelled
by a jump- diffusion process and is negatively correlated with the capital gains in the
financial market. We obtain explicit solution to optimal strategies for logarithmic and
power utility functions.

(1) The Risk Model

e Establishing the risk model by jump-diffusion process

e Establishing the risk model for claims by levy process

e Deriving an optimal control
(2) The analysis for logarithmic utility function

e Applying optimization method
(3) The analysis for power utility function

Keywords: Jump-diffusion process , Utility maximization.

Mathematics Subject Classification (2010): 91B16 , 91B30 , 91E20.
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On Reduced Basis Method for Pricing Options Under Regime-Switching
Jump-Diffusion Models
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Abstract

In this paper, we present a numerical scheme based on the reduced-basis philosophy
to solve an European option pricing problem under the regime-switching jump-diffusion
framework. We extend the idea presented in [1] to this case and show the effectiveness of
the idea by solving a few test cases from the literature.

Keywords: meshfree methods, radial basis functions, American option, multilevel Newton method,
Leland’s model.
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Seasonality Modeling For Catastrophe Bond Pricing
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Abstract

During the last decades, a new category of assets whose return is linked to insurance
claims have appeared. Those assets, called catastrophe bonds, are primarily designed by
insurers and reinsureres to transfer their risks to other categories of investors, looking
for diversification. This paper proposes a method to price such bonds, when the claims
arrival process is under the influence of a stochastic seasonal effect. The arrival process is
modeled by a Poisson Process whose intensity is the sum of an Ornstein Uhlenbeck pro-
cess and of one periodic function. The size of claims is assumed to be a positive random
variable, independent of the intensity process. In this paper, we show that the expected
number of claims can be inferred from the probability generating function and propose a
pricing method of the fair coupon based on the Fourier Transform.

(1) The claims arrival process :
e Modelling the number of claims by a Poisson Process
(2) The size of claims and the pricing of bonds:
e Describing the characteristics of an insurance bond
e Modelling the size of the claim by a positive random variable
e Comparing CDS and Cat bond pricing
(3) Pricing by fourier transform

Keywords: Catstrophe Bonds, Doubly Stochastic Processes, Fast Fourier Transform.
Mathematics Subject Classification (2010): 42A16, 60G99, 97M30.
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Post Retirement Portfolio Management with Minimum Guarantee
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Abstract

Over the past years, many retirement plans have shifted from defined benefit (DB) to
defined contribution (DC) retirement plans. In many defined contribution plans, the pen-
sioners have the income drawdown options. So there would be a consumption-investment
problem with particular constraints corresponding to the pension fund regularities. As-
suming a minimum guarantee for the fund, which avoids the fund from the ruin possi-
bilities, the optimization problem can be presented using a HJB equation. We give a
numerical procedure to solve this optimal control problem.
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Abstract

A core objective in asset pricing studies is to understand the determinants of expected
returns. The bulk of these studies use realized returns as an ez post proxy for expected
returns. However, as Elton (1999) and Péstor, Sinha, and Swaminathan (2008) point
out, realized returns can be a poor proxy of expected returns' and therefore, the mixed
evidence in estimating the price of different risk variables used in asset pricing studies
might be due to noise in realized returns. An alternative approach is to use implied cost of
capital (ICC) as an ex ante measure of expected returns in tests of asset pricing models.
The ICC is defined as the internal rate of return that equates the present value of a stock’s
future expected cash flows to the stock’s market price. The conceptual advantages of ICC
over realized returns motivate some researchers to investigate the use of implied cost of
capital (ICC) as an ez ante measure of expected returns in tests of asset pricing models
2

In this paper, we compare the use of ex post realized returns with the implied cost of
capital as an ex ante proxy for expected returns in firm-level cross sectional asset pricing
tests. We compare the Fama-Macbeth premia estimates using these two proxies for well-
known systematic risk factors and firm characteristics, namely beta, size, book-to-market,
momentum, idiosyncratic volatility, and illiquidity, in univariate and multivariate tests.
The results show a robust and stable relationship between the ICC and the risk variables
in both univariate and multivariate tests. However, the estimated premia associated
with realized returns is much more volatile and also depends on the length of the period
used to measure realized returns. Furthermore, positive estimated premia for size and
idiosyncratic volatility using ICC stand in sharp contrast to the negative premia estimated
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'Realized returns can deviate significantly from expected returns with prolonged periods of time (sometimes
more than 10 years) where realized returns on average are less than the risk free rate. Furthermore, real-
ized returns can be negatively correlated with expected returns in the short run as positive or negative shocks
to expected returns cause an opposite movement in contemporaneous realized returns. See Elton (1999) and
Pastor, Sinha, and Swaminathan (2008) for detailed discussions.

2For example Hanauer, Jéckel, and Kaserer (2013) use the ICC and test the Fama-French three factor model using
the ICC as a proxy for expected returns. Pastor, Sinha, and Swaminathan (2008) use aggregate ICC (both equal- and
value-weighted) to estimate the intertemporal relationship between risk and return and show that the ICC is useful
in capturing time variation in expected returns, and outperforms realized returns in detecting a risk-return tradeoff.
Li, Ng, and Swaminathan (2012) use the ICC to estimate the implied value premium as the difference between the
implied cost of capital of value stocks and growth stocks. They argue that it is the best predictor of the ex post value
premium during the 1977-2011 time period.



using realized returns and is consistent with a risk based interpretation for these variables.
In contrast, the negative premia associated with momentum when we use ICC suggests

overreaction as the main source of the momentum effect. 3

Keywords: Asset pricing tests, Implied cost of capital, Asset Pricing Anomalies.
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Abstract

The ongoing financial crisis has highlighted with the most prominent way the impor-
tance for prudent monitoring and assessment of systemic risk. Systemic risk can be seen
as an adverse consequence for the financial system and the broader economy, of the fact
that a financial institution is in distress.

We propose a new methodology based on copula functions to estimate CoVaR, the Value-
at-Risk (VaR) of the financial system conditional on a firm being under financial distress.
Our Copula CoVaR approach provides simple, closed-form expressions for various defini-
tions of CoVaR for a broad range of copula families. The proposed framework is flexible
as it allows the CoVaR of an institution to have time-varying exposure to its VaR. We

estimate systemic risk contribution for a sample portfolio of companies in Tehran Stock
Exchange (TSE).

Keywords: Systemic Risk, Copula Functions, CoVaR, Value-at-Risk.
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Normal Common Effects of Claim Dependence in Hierarchical Credibility

Models
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Abstract

One of the basic challenges of developing insurance policies is determining their premi-
ums. If we have observations of past claims for a set of contracts, it might be possible to
calculate an appropriate premium for a future period. These premiums must strongly re-
flect the features the expected insurance risks. Several methodologies of insurance pricing
have been developed for this purpose; one of the most important methods is credibility
rate making. In the usual credibility model, observations are made of a risk or group of
risks selected from a population, and claims are assumed to be independent among differ-
ent risks. However, there are some problems in practical applications and this assumption
may be violated in some situations. Some credibility models allow for one source of claim
dependence only, that is, across time for an individual insured risk or a group of homo-
geneous insured risks. Some other credibility models have been developed on two-level
common effects model that allows for two possible sources of dependence, namely, across
time for the same individual risk and between risks. In this paper, we established the
notion of modeling claim dependence on a three-level common effects model that allows
for three possible sources of dependence, namely, across portfolios, across individuals and
simultaneously across time within individuals. Using conditional expectation, the cred-
ibility premium formulas in which the common effects random variables have a Normal
distribution are calculated and we present some obvious asymptotic properties of the
credibility premium formula.

Keywords: Credibility models, Three-level common effects, Claim dependence.
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Monte Carlo Simulation of the Cumulative Distribution and Extrema of a
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Lévy Process Using Wiener-Hopf Factorization
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Abstract

Lévy processes are powerful tools in modeling many practical aspects of market behav-
ior and so have been of great interest in the fields of financial mathematics and insurance.
A good example to show the importance of these processes is in pricing different kinds
of financial options using joint distribution of a Lévy processes and it’s exterma. In this
paper, two different approaches are described to arrive at the mentioned distribution. In
the first approach, using the Wiener-Hopf factorization, the characteristic function of the
underlying Lévy process is factorized as a product of two analytical functions in upper
and lower half-planes, respectively. Using these two functions, it is possible to derive
the probability density function of a Lévy process. Unfortunately, the above approach
will yield the required probability density function in a complicated and time consuming
process. Based on the work of Kucerovsky, Najafabadi and Sarraf [2], we introduce in this
paper an alternative approach in which the required probability density function could
be derived using a positive definite function which in comparison to the first approach is
more simplified and straightforward.

Characteristic Function.
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Valuation of swing options via regression method
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Abstract

The contribution of this study is valuation of swing options with a finite maturity time.
Due to the sever price fluctuations have been seen in energy markets, swing option con-
tracts are suitable financial instrument for hedging risk against these volatilities. These
contracts are financial products designed primarily to allow for flexibility on purchase,
sale and delivery of commodities in the energy market. They have features of American
type options with multiple early exercise rights and in many relevant cases are mathe-
matically described in terms of optimal multiple stopping problems. In this study, when
valuing these options we deal with an optimal multiple stopping time problems which we
try to solve it numerically by using regression methods.

Keywords: optimal stopping, swing options, regression methods, Monte Carlo methods.
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A Monte-Carlo Approach Applied to the Option Pricing Problem under
the Uncertain Volatility Model
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Institute for Advanced Studies in Basic Sciences (Zanjan, Iran), Email: s.golmohammadi@iasbs.ac.ir
Institute for Advanced Studies in Basic Sciences (Zanjan, Iran), Email: bastani@iasbs.ac.ir

Abstract

In their seminal paper, Black and Scholes (1973) proposed a constant-volatility frame-
work to price financial derivatives. However, the time series on the market have much
more complicated structure and one has to deal with uncertain parameters.

In 1995, Avellaneda, Levy and Paras presented a model, where the volatility has an un-
known value, but lies between two extreme values 0,,;, and 0,,.,, known as certainty
band. This model is known as Uncertain Volatility Model. The uncertain volatility
model has long attracted the attention of practitioners since it provides a worst-case
pricing scenario for the sell side. The valuation of a financial derivative based on this
model requires the solution of a fully nonlinear partial differential equation. One can rely
on finite-difference schemes only when the number of variables (that is, underlyings and
path-dependent variables) is small (no more than three in practice). In all other cases,
numerical valuation seems out of reach.

In line with the work of [1] which presentes accurate, easy-to-implement Monte Carlo-like
methods that depend minimally on dimensionality, in this work we present some imple-
mentation results in some specific test cases to show the efficiency and usefulness of the
methods.

Keywords: Uncertain Volatility Model, finite-difference schemes, Monte-Carlo approach.
Mathematics Subject Classification (2010): 681737, 78 M31, 80M10.
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Abstract

In actuarial science and demography, a mortality table (also called a life table or
actuarial table), is a table which for each age illustrates the probability of person death
until his/her next birthday. This paper presents the results of a big project aiming
at estimation of mortality and disability tables for the insurdes of The Social Security
Organization of Iran. Challenges with the data is a big part of the project which will be
discussed in details. The methods of constructing mortality and multi-decrement tables
will be presented in details. At first, crude rates of mortality and disability are estimated
by single years and sex. Then the crude rates are smoothed (graduates) for each year
by applying one-dimensional p-spline methodology with knots at every ages from 19 to
88. The results show that there is a significant difference between Iranian mortality table
and TD-89 French table and mortality rates is substantially smaller than TD table for
age interval [19-60]. The paper will be presented in two talks. The first one presents the
main results and the second one will focus on the technical details. This project is the
first successful project in constructing multi-decrement table of pension insureds in Iran.

Keywords: mortality table, crude rates, graduation methods, p-spline smoothing, multi-decrement
table, insureds.
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model
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Abstract

The Black-Scholes model is the basic and the most well-known modeling for
valuation of options with one underlying asset as well as basket options. The original
Black-Scholes equation [1] is based on dynamics of asset prices with pure diffusion
models. In most cases, pure diffusion models due to the constraints such as constant
volatility and log-normal distribution of returns can not interpret the empirical
observations that comes from stock markets. In this presentation, we investigated
the option evaluation based on the continuous-time capital asset pricing model |2, 3]
which naturally induces stochastic volatility in the asset price. The arising partial
differential equation for option evaluation under the stressed-beta model has been
explained by replicating approach. This model enables us to skew volatility, which
is the prominent feature in option markets.

Keywords: Stressed-beta model; Stochastic volatility; Option pricing; Implied volatility skews.
Mathematics Subject Classification (2010): 65M70, 35K15, 91G80.
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Abstract

In this paper, our aim is to introduce a new family of radial basis functions based on
the repeated integral of the complementary error functions (ricoerfs). The ricoerfs are the
useful functions to compute some problems in physics, such as the heat equation which
the ricoerfs are a family of its general solutions. Based on the Schoenberg’s operator, we
introduce a new integral operator which is an adequate operator to produce completely
monotone functions and so radials and strictly positive definite functions. The authors
in [Kazemi, Dehghan and Foroush Bastani, Asymptotic Expansion of Solutions to the
Black-Scholes Equation arising from American Option Pricing Near the Expiry, Journal of
Computational and Applied Mathematics, 311 (2017) 11-37] have proved the general series
solution using the ricoerfs for American call option pricing problems. Based on the fact,
we present an approach to choose the shape parameter of radial basis function methods
for computing the free boundary partial differential equation arising in the American call
options. Our numerical results show that the new approach is efficient and gives a very
easy method for implementing than other alternatives from the literature.

Keywords: Radial basis function; American call options; Transparent boundary condition; Repeated
integral of the complementary error functions (ricoerfs).
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Designing a Bonus-Malus System Using the First Claim Time and the

Number of Claims

R. Mahmoudvand*
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Abstract

In this paper, we propose an integrated approach to adjust the premium relativities in
a bonus-malus system by using the information of the first claim time (expressed in terms
of sub-period in a year) and the number of claims reported by individual policyholder.
We provide a formal representation for the newly proposed structure and derive the
analytical expressions for the adjusted premium relativities. Other things being equal, a
lower adjusted premium relativity is imposed for an earlier sub-period of the first claim
made, whereas policyholders with more claims are subject to a higher adjusted premium
relativity.

Keywords: bonus-malus system; premium relativities; claims count.
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Abstract

In line with the implementation of financial surveillance, regulation no. 69 of Bimeh
Markazi of Iran requires the insurance companies to calculate their solvency margin.
Although the correlation between risks and their interactions play an important role in
the calculation of Value at Risk (VaR), these dependencies are ignored in the regulation.
Then, it is of utmost importance to propose a model that considers these correlations.
Copula is one of the most useful tools in the study of the correlation among risks. Actually,
nowadays many reputable companies in the world use copula as an internal model for the
VaR calculation.

In this article, underwriting risks correlation in the automobile collision and third
party insurance is modeled using copula, at Saman insurance company. Then, we have
invented a sampling method for the VaR estimation on the basis of the copula that is
fitted to the data. The result of our method is also compared to the VaR that is estimated
by the regulation no. 69 of Iran.

Our method can be generalized to take the risk correlations of several business lines
into account. Given the certain complexities of this approach, it can be applied as an
internal model for the precise estimation of the VaR, in insurance companies.

Keywords: Solvency Margin, Value at Risk (VaR), Correlation, Copula
Mathematics Subject Classification (2010): 97M30.

References

[1] Faivre F., Copula: A new vision for economic capital and application to a four line of business
company, Astin Bulletin Vol. 35 (2002), pp 1-22.

[2] Diers D., Eling M., Marek S. D., Dependence modeling in non-life insurance using the bernstein
copula, Insurance: Mathematics and Economics Vol. 50 (2012), pp 430-436.

*Speaker
fCorresponding author

33



The 3% FINACT-IRAN Conference, IPM, Tehran, 2016
Credit Risk Prediction under Stochastic Volatility and Jumps

M.Tahmasebi, Z.Mardani*and M.Jafari Khaledi f
Tarbiat Modares, Tahmasebi@modares.ac.ir
Tarbiat Modares, Zahramardani7053@yahoo.com
Tarbiat Modares, Jafari-m@modares.ac.ir

Abstract

This paper employs Bates model (1996) as an example of a SVJ model which has
stochastic volatility and jumps in underlying asset returns, and then prices equity on the
total asset value of the firm with the strike price F. We use MRM algorithm motivated
from Fulop and Li (2013) to estimate the parameters of the state-space model according
to noise entered in equity value.

Then according to estimation of the parameters, express the advantages of SVJ model
compared to SV model and Merton model using CDS data of 20 Dow Jones firms.

Keywords: Merton model, Stochastic Volatility, Jumps, Monte Carlo, CDS spread.
Mathematics Subject Classification (2010): 91G60, G13, C22.
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On a Multilevel Meshfree Method used for American Option Pricing
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Abstract

In this paper, we propose a multilevel meshfree approximation method based on radial
basis function collocation to numerically solve the American option pricing problem. We
employ a penalty function formulation of the problem which resolves the free boundary
treatment but with the extra cost of making the underlying PDE nonlinear. We employ
a fO-averaged time discretization in conjunction with the collocation scheme in space in
order to discretize the partial derivatives appearing in the corresponding time-dependent
nonlinear PDE. Comparing the numerical results with the ones obtained from the bino-
mial method, we observe the high accuracy of the results as well as reduced computational
costs in the overall solution procedure. We also have made some experiments concerning
the performance of the method applied to a nonlinear PDE known as Leland’s model
when there are transaction costs in the market.

Keywords: meshfree methods, radial basis functions, American option, multilevel Newton method,
Leland’s model.
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Modeling Certain Financial Markets with Periodically Stationary

Time Series
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Abstract

Continuous-time models are of considerable interest, specially for the modeling of
financial time series. Such models exhibit both heavy-tailed and long-memory behavior.
We introduce a continuous-time autoregressive moving average (CARMA) process which
is modeled by some linear stochastic differential equations. The CARMA process of
order (p,q) with a nonnegative kernel and driven by a nondecreasing semi-Levy process
constitutes a useful and general class of periodically stationary process. We find a kernel
representation of the process and present the properties of first and second moments of
it. We show the efficiency of our model by implying simulated data. Finally we apply the
electricity price returns which exhibit periodic correlation with daily and weekly periods
and utilize measure of fitness statistic to test the periodic structure of them.

Keywords: Continuous-time model; Semi-Levy process, Periodically stationary.
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Investment Timing with Economic Regime Changes on Investment Costs
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Abstract

The formulation of optimal investment strategies has always been of interest for many
financial firms. This is one of the most important topics in the area of capital budgeting.
Literature in this area usually is divided into two categories: (1) the capital allocation
problem and (2) the investment timing decisions. The standard capital budgeting ap-
proach is to compute the Net Present Value (NPV) of the possible projects and invest in
those with positive NPVs. On the other hand, the investment timing problem is usually
solved by the standard real option techniques. In this work, we intend to integrate a
regime-switching approach with an optimal investment timing problem in a real option
framework. We consider an irreversible investment timing decision by adding a hidden
Markov process to model the state of the economy in continuous time. The cost of the
investment is driven by the introduced Markov chain. We will derive a different opti-
mal exercising policy for the firm in this context and show that an optimal timing policy
suggested by the conventional real option model might ruin the investment opportunities.

Keywords: Net Present Value, Investment Opportunities, Investment Timing Decisions, Standard

Real Option.
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data model

G. Mahdavi*and J. Monirif
Assistant professor, AlamehTabataba’i University, ECO college of insurance, mahdaviQatu.ac.ir

MS of Actuarial Science, AlamehTabataba’i University, ECO college of insurance,
jalalmoniril991@gmail.comr

Abstract

The aim of this paper is to assess the insurance companies’ solvency by Panel data
model. We use financial balance sheet data of Iranian insurance companies and investigate
the effect of equity capital to total assets ratio, net premium divided by equity capital,
return on asset, Herfindahl index, stock plus real estate divided by total assets and log of
total assets on the solvency ratio. Our results show that the effect of net premium divided
by equity capital and the log of total assets are positively associated with the solvency
ratio while the stock plus real estate divided by total assets is negatively associated with
the solvency ratio.

Keywords: Insurance regulation, Insurer, solvency, Panel data.
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Using Insurance Linked Securities for Transfer of Insurance Risk to The

Capital Markets

Abdolsadeh Neisy

Allameh Tabatabaei ,a_neisy@atu.ac.ir

Abstract

Insurance Linked Securities (ILS) are an alternative form of risk mitigation for insur-

ance and reinsurance firms. In contrast to conventional cover arranged with a reinsurance
company, they offer insurance and reinsurance firms a means of transferring risk to the
capital markets. Typically, the sponsor of a cat bond is a reinsurer looking to buy pro-
tection for their peak risks by offloading insurance risk into the capital markets. The
sponsor enters into a reinsurance contract with an SPV, which securitises or transforms
the risk into a cat bond or other investable instrument.
However , In this paper we present a model to transfer of insurance risk to the capital
markets in Iran ,for this important, first the characteristics of ILS and Corporate Bonds
will be discusses then we Compare and contrast Sukuk (Islamic Bonds) with Conventional
Bonds and its role in the Islamic Financial System.

Keywords : Insurance Linked Securities, Bond Modeling, Reinsurance, Numerical meth-
ods, Islamic Bonds.
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Abstract

Banks can use either the internal model-based approach or the standardized approach
to compute minimum regulatory capital to be reported to regulators. In this presenta-
tion, we focus on Value at Risk (VaR) models used to asses risks associated with bank’s
books. We examine both Historical simulation(HS), and Volatility Weighted Historical
Simulation (VWHS) methods, as two relevant VaR models, form statistical and econom-
ical point of views. A challenging discussion on validation of these VaR models in the
context of Basel III with numerical evidence is also provided.

Keywords: Value at Risk (VaR), Risk model selection, Backtesting, Volatility filtering risk models,
Historical simulation(HS), Volatility Weighted Historical Simulation (VWHS)
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Credibility Formula for a Finite Mixture Distributions
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Abstract

This article focuses on the credibility formula under a finite mixture distribution. It derives the exact
credibility formula in a situation that the require conditions have been met. For other situations

based up Payandeh Najafabdi (2010) (Insurance: Mathematics and Economy, 46, 334-338) several

suggestions have been made.
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The Risked Based Approach to Combating Money Laundering in New

Banking Services
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Abstract

The “Money Laundering” is a broad concept with wide ranging application, which is
nowadays prevailing in the economic system of different countries and hence banks as
most common financial institutions are de facto prey to illegal asset derived transactions
of organized criminal activities. Concurrent with the growth of financial services, the
financial crimes are growing with increased complexity. In contrast, the development of
supervisory and regulatory set-ups of banking systems in most of the countries are rela-
tively slow. In these circumstances, the meticulous scrutinizing of financial institutions,
and their financial services, the ongoing structure of supervision and regulations and pro-
vision of intelligent solutions to deal with the concerned financial crimes and terrorism are
all considered to be the prime necessity pro rata. However, in the context of Iran, due to
fierce market competition among the Iranian banks for rendering the financial services to
people and also irrespective of expansion of e-banking system in Iran, we have observed
that the rate and extent of risk for money laundering in these institutions are growing
gradually. Nonetheless in certain cases, we can be witness of peril of illegal forgery and
underground activities of some financial institutions which are susceptible to become po-
tentially a safe platform for money laundering per se. Thus, in this paper, an attempt
is made to present a framework for adoption of Risk Based Approach in rendering the
e-banking services in Iran, for implementation of Anti-Money Laundering and Terrorist
Financing Act which is in consonance with the FATF guideline. For this purpose, we
have tried prima facie to identify the high and low risk indicators of money laundering in
the Iranian economy and subsequently we have specified the possibility of strengthening
the regulatory and supervisory power of the banking system in Iran for formulation of
coherent Anti-Money Laundering Policy Ipso facto.

Keywords: New E-Banking Services, Risk Based Approach in Anti-Money Laundering and Terror-
ism Financing, Risk Indicators.
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Exercise Boundary of American Options
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Abstract

There are a number of different approximation techniques and numerical methods
for solving the American option problem in the Black-Scholes framework. As one might
expect, there is a trade-off between the speed and the required accuracy. Closed-form
approximations are the fastest solution methods but the next fastest are convergent ana-
lytic approximations or methods based on the evaluation of an integral. Integral equation
representations have the potential to give very fast and accurate results to the American
option valuation problem. We study a free boundary problem arising from American
options which is implicitly defined by a nonlinear integral equation. This integral rep-
resentation is useful as the dimensionality of the problem can be reduced and is most
robust for further developments involving more complex payoff structures and higher di-
mensional problems such as multi-asset American options. Also boundary conditions can
be incorporated into the integral equation. To solve the resulting Volterra integral equa-
tions of the second kind when the kernel contains a mild singularity, we introduce a new
numerical approach based on product-integration and collocation based on global poly-
nomial approximations. The advantage of this approach is that the order of the methods
can be made arbitrarily high. This method allows us to overcome the difficulty caused
by the poor behavior of the solution of the integral equation at the endpoint s = 7.

Keywords: American option, free boundary, numerical approximation, integral equation, product
integration method.
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The Analysis of Finite Liquid Financial Markets
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Abstract

Since the definitive papers of Black and Scholes (1973) and Merton (1973), much of
the work undertaken in mathematical finance has been aimed at relaxing a number of the
modelling assumptions. One of the more subtle was that the market in the underlying
asset was infinitely (or perfectly) Elastic, such that trading had no impact on the price
of the underlying. If we relax this assumption, then we see some rather interesting and
possibly counterintuitive behaviours. As we can show, this is partly due to the fact
that any model incorporating such a feature will inevitably lead to nonlinear behaviour
(feedback). In particular, we shall be concerned for the most part with nonlinear partial
differential equations (PDEs) arising from the study of finitely elastic markets. Work that
has led to this class of PDEs in finance to date includes Whalley and Wilmott (1993) in
relation to transaction costs, which was one of the first nonlinear PDEs to arise in the
field of mathematical finance.

From the beginning of this year (1395 SH) in order to aid of the Tehran Stock Exchange
Index, several more time block trades is observed on large cape stocks. It is termed
“Manipulation” the classical sence. Finite elasticity in finanacial markets vary some of
the properties of classical arbitrage opportunities markets. manipulation in its literature
is a trading strategies that deliberately move the price to gain arisk-free profit. The aim
of we is to introduce a simple framework for modeling the dynamics of prices in finitely
elastic financial markets and for analyzing the effects of dynamic trading strategies in
such markets. It was inspired by the temporary equilibrium approach of Féllmer and
Schweizer (1993). Starting from a microeconomic equilibrium and deriving a diffusion
model for stock prices which endogenously incorporates the demand due to hedgers and
in particular delta hedgers. We will show that a market microstructure equilibrium model
to derive a modified stochastic process under the influence of Price Impact. The PDEs
is derived by this stochastic process for option pricing is a nonlinear PDEs, that it is
Utilized on Alternative models such as, Transaction-cost, Reaction-function (equilibrium)
and Reduced-form SDE. Under the usual assumption that a single option is to be hedged
and furthermore that the hedger holds the number of stocks dictated by the analytical
Black-Scholes delta, rather than the delta from the modified option price leads to the
first-order Feedback Model, for solving the problem we apply a Asymptotic Analysis on
elasticity of financial markets (Liquidity).

Keywords:Elasticity, Manipulation, Price Impact, Asymptotic Analysis, Liquidity.
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The Role of Leverage in Hedge Funds Failure
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Abstract

This research investigates the role of financial leverage, including the use of margins and
derivative products, in the hedge funds failure during the 2008 financial crisis. Motivated by
failure of the two Bear Stearns hedge funds at the beginning of the financial crisis, this paper
examines why some hedge funds failed during and after the recent financial crisis, and why some
also survived. The research uses a 15-year panel dataset of 17,202 failed and survived hedge funds
from the Lipper TASS Hedge Fund database. The empirical analysis, using probit regression to
estimate the likelihood of failure, shows that during the financial crisis period, financial leverage
is more significant in increasing the probability of failure, whereas financial leverage becomes
insignificant in explaining the probability of hedge fund failure during non-crisis periods after
controlling for fund structure, size, incentive fees, prior performance, and off -shore registration.
Further analysis shows that some hedge funds which which have higher than average betas, are
also more likely to fail during the financial crisis because they have a bigger exposure to the
equity market.

Keywords: Financial Leverage, Hedge Fund Failure, Financial Crisis, Hazard Model.
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Option pricing with using Lévy process and comparison it with

Black-Scholes model
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Abstract

The Black-Scholes model is based on smooth function in continuous time range, not
allowing jumps in stock movements. However, in actuality, stock price does jump, and
some risks cannot be handled within continuous-path models. The Exponential Lévy
model is a choice to include jumps allowing more accurate representation of the market
movements. Lévy process tenders a more realistic model of price dynamics than Black-
Scholes model. It’s obvious that the Lévy process model is more difficult to implement and
involves more computations compared to the Black-Scholes model. Thus, the question is
whether it is worth to implement a Lévy process model. We summarize that the Lévy
process model does have certain advantages over the Black-Scholes model.

Keywords: Lévy process, option pricing, Black-Scholes equation.
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Asian Call Option Pricing By Meromorphic Lévy Processes
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Abstract

The exponential functional of the underlying LAl'vy process is a practical and compu-
tational method for pricing an arithmetic Asian option. This approach arrives using the
inverse Laplace transform. This thesis considers the problem of pricing an Asian options
under a general meromorphic LAIvy process. Then, it establishes that the exponential
functional is equal, in distribution, to an infinite product of independent beta random
variables, and consequently its corresponding Mellin transform can be expressed as an
infinite product of gamma functions. Taking this fact into account leads to an efficient
algorithm for pricing an Asian option.

Keywords:Exponential functional, Asian options, Meromorphic Lévy process, Mellin transform,
Gamma functions.
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Abstract

Motivated by risk management, a nice approach named Reverse Stress Test will be

developed to select and analysis likely scenarios, as well as sufficiently admissible, which
lead to severe losses. Since outbreak of some shocks in the future might hurt the financial
systems, the mentioned method by assuming a loss level, search scenarios which result
losses beyond the given tolerance.
As we know Expected Shortfall is one of the important tools in the risk management.
This measure is conditional expectation of the return given a loss is greater than the
tolerance. Interestingly under a Theorem, it will be shown the most likely scenario
corresponding the losses exceeding of the tolerance is a ratio of the measure. Henceforth
the problem is reduced to estimate this conditional mean. To implement the approach,
we compute the mean of returns related to the market factors supposing the loss is a
linear function of the factors and the data are chosen such that the loss satisfied the
foresaid condition. Finally we obtain the desirable target by multiplying the computed
conditional mean in the ratio. In order to determine the ratio, we assume that joint
distribution of market factors and loss is elliptical especially multivariate Laplace with
exponential tail and t-distribution with regularly varying tail are imposed. To plot a
confidence region under a specified confidence level, a nonparametric method presented
in [2| called Empirical likelihood is applied.
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Abstract

In many issues in the real world there are phenomenons that we need study their
past data to identify and determine their nature. Actually choosing appropriate and
exact method in predicting phenomenons, which ensures future decisions is one of the
challenging topics in different subjects particularly in financial markets. Neural Networks
as a method, is a very useful and smart tool that nowadays is applied frequently on this
case, in this regard determining weights or learning algorithms in neural networks is
one of the most important talking subjects in academic societies, so offering a suitable
weighting method that leads better and more accurate results in this networks can cause
more usages of this means. Accordingly in this research a new weighting method for neural
networks is presented and because there are different sorts of this networks, the mentioned
method is applied in a particular network which is more efficient from an other networks.
Then it is shown that the network with suggested method is more efficient from other
artificial neural networks and predicting methods and that particular network with usual
weighting method. In this regard because the nature of financial markets is nonlinear
using nonlinear models is very important in modeling and predicting this markets. As a
result according to property of rude oil market which is time series, in the following the
neural network with suggested weighting method is used and an approach for predicting
rude oil price is presented.
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Abstract

In this talk, we consider optimal portfolio investment-consumption problem in a mar-
ket with a riskless bond and a single risky asset which is modeled by a pure jump Lévy
process. We present analytic formulas for optimal portfolio allocation and consumption
for investors having utility function like constant relative risk-aversion (CRRA) (i.e., iso-
elastic marginal). We also have analyzed the effect of higher moments of the underlying
Lévy process on the composition of the optimal solution.

Keywords: Portfolio Investment /Consumption, Pure-Jump Lévy Processes, Higher Moments.
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Abstract

In [A. Bensoussan, M. Crouhy, D. Galai, Stochastic equity volatility related to the
leverage effect (I): equity volatility behavior. Applied Mathematical Finance, Vol. 1(1995),
63-85.] the authors consider the equity of a firm, S, as a claim on its total asset value,
V', which follows a geometric Brownian motion (GBM) dynamics. They also assume that
there is an invertible deterministic functional relation between S and V', so that S follows
a GBM-like dynamics with a non-constant diffusion coefficient, o, which is actually the
equity volatility of the firm. BCG proved that o satisfies a nonlinear partial differential
equation (PDE). In this talk, we first propose a numerical solution to this PDE, and then
generalize this model to the case of V' following a jump-diffusion process.

Keywords: endogenous volatility, jump-diffusion, nonlinear PDE, radial basis functions, Newton

iteration.
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Abstract

The pricing of American-style derivatives remains one of the more challenging prob-
lems in derivatives finance. American and European options are the two most popular
types of derivatives. Since American options have more complications than European
ones, their pricing is more challenging than their European counterparts. In this pa-
per, We define American-style derivatives, termed Bermudan options to be derivative
contracts with early-exercise opportunities at a finite number of exercise dates prior to
expiration. The major difficulty in pricing such derivatives with early-exercise features
lies in the determination of the optimal early-exercise policies. Conversely, the pricing of
European option is a comparatively less difficult task. Laprise et al (2006) in their article
reduce the complexity of pricing an American-style derivative to that of pricing European
call options. By this method, they calculate the price of an American option for assets
that are under geometric Brownian motion and Merton’s jump diffusion model (1976).
In this article, we price an American put option under Kou’s jump diffusion model. Also,
in the calculations regarding this model, we reduced the calculation time, using the Fast
Fourier Transform (FFT) method presented by Carr et. al. (1999). Then, we compare
this method with least squares-Mont Carlo (LSM) method for pricing American options.

Keywords: American options, European options, early exercise, fast Fourier transform, Jump-

diffusion model.
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