
Chapter 1

DIFFERENTIAL GEOMETRY OF
REAL MANIFOLDS

1.1 Simplest Applications of Structure Equations

1.1.1 Moving Frames in Euclidean Spaces

We equip RN with the standard inner product <,>. By a moving frame in U ⊆ RN we
mean a choice of orthonormal bases {e1(x), · · · , eN(x)} for all TxU , x ∈ U . Taking exterior
derivatives we obtain

dx =
∑
A

ωAeA, deA =
∑
B

ωBAeB (1.1.1)

where ωA’s and ωAB’s are 1-forms. Since ωA and ωAB depend on the point x and the choice
of the moving frame {e1, · · · , eN}, their natural domain of definition is the principal bundle
Fg → U of orthonormal frames on U . However, due to the functorial property of the
exterior derivative (f ?(dη) = df?(η)), the actual domain is immaterial for many calculations
and sometimes we use local parametrizations in our computations. The orthonormality
condition implies 0 = d < eA, eB >=< deA, eB > + < eA, deB > and consequently

ωAB + ωBA = 0. (1.1.2)

That is, the matrix valued 1-form ω = (ωAB) takes values in the Lie algebra SO(N). From
ddx = 0 and ddeA = 0 we obtain

dωA +
∑
B

ωAB ∧ ωB = 0; dωAB +
∑
C

ωAC ∧ ωCB = 0. (1.1.3)
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These equations are often called the structure equations for Euclidean space or more precisely
for the group of rigid motions of Euclidean space. The second set of equations is also known
as the structure equations for the (proper) orthogonal group. These equations are a special
case of Maurer-Cartan equations as discussed in chapter 1, and here we have given another
derivation of them. In fact, by fixing an origin and an orthonormal frame the set of (positively
oriented) frames on Rn can be identified with the group of (proper) Euclidean motions, and
(1.1.3) becomes identical with the Maurer-Cartan equations where we have represented the
(N + 1)× (N + 1) matrix U−1dU in the form (see chapter 1, §3.5)

ω11 · · · ω1N ω1
...

. . .
...

...
ωN1 · · · ωNN ωN
0 · · · 0 0


1.1.2 Curves in the Plane

Geometry of curves in the plane is the simplest and oldest area of differential geometry. Let
us interpret the 1-form ω12 in the context of plane curves. Choose the orthonormal moving
frame e1, e2 such that e1 is the unit tangent vector field to γ and e1, e2 is positively oriented
for the standard orientation of the plane. Then we have de1 = ω21e2 and de2 = ω12e1. The
1-form ω21 or ω21(e1) has a familiar geometric interpretation. Set γ(t) = (x(t), y(t)) and let
ẋ = dx

dt
etc. Then

ω21 =
ẋÿ − ẍẏ

ẋ2 + ẏ2
dt = dφ, (1.1.4)

where tanφ = ẏ
ẋ
, i.e., tanφ is the slope of the tangent to γ at γ(t). Therefore ω21(e1) is

the curvature κ of the plane curve as defined in elementary calculus. (This interpretation of
ω21 may be somewhat misleading in higher dimensions as we shall see later.) The quantity
|ω21(e1)| is independent of the parametrization of γ although the sign of ω21(e1) depends on
the choice of orientation for R2 and whether we are traversing the curve in the counterclock-
wise or the clockwise direction. Since it is conventional to assign positive curvature to the
circle, we use the standard orientation for R2 and move counterclockwise along the curve.
It is also convenient to parametrize γ by its arc-length s, i.e. t = s, so that ẋ2 + ẏ2 = 1.
We shall do so for the remainder of this subsection. We also recall from our treatment of
immersions of the circle into R2 (chapter 1, §5.5 (????)) that if G : C → S1 ⊂ C is defined
by G(s) = ei(s), i = 1 or 2, and dθ denotes the standard measure on the circle, then

G?(dθ) = κ(s)ds. (1.1.5)

Therefore
∫
C
ω12 is the winding number of the curve C.
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Example 1.1.1 Let γ : I → R2 be a curve with curvature κ and assume γ is parametrized
by arc-length s. We give a geometric interpretation of curvature of Γ which is sometimes
useful. Assume κ 6= 0 and by reversing the orientation of γ we assume κ > 0. Let e1, e2 be
moving frame with e1 (resp. e2) tangent (resp. normal) to the curve. Consider the mapping
Φ : I × [0, ε) → R2

Φ(s, t) = γ(s) + te2(s).

From calculus we know that if ε < mins
1

|κ(s)| , then the mapping Φ is injective. Furthermore,

the image of (0, 1)× (0, ε) is an open subset of R2. A general point in U = Φ((0, 1)× (0, ε))
has a unique representation q = γ(s) + te2 and

dq = [ds+ tω21]e1(s) + dte2(s).

We obtain

dvU = ds ∧ dt+ tω21 ∧ dt

for the volume element on U ⊂ R2. This expression for the volume element is no longer valid
if ε is large. In fact, if κ(s) > 0 (for the chosen orientation of the curve), and the point y
along the normal e3 is at a distance > 1

κ(s)
from γ(s), then there are points s′ 6= s arbitrarily

close to s such that
d(y, γ(s)) ≥ d(y, γ(s′)), (1.1.6)

and the map Φ is no longer a diffeomorphism. This observation will be useful later. ♠

Let γ : [0, L] → R2 be a simple closed curve parametrized by arc length s and denote
its image by Γ. Such a curve decomposes the plane into two connected components which
are the interior Γi and the exterior Γe of Γ. This is a topological fact which is so familiar
from experience that assuming its validity will not be a cause for concern. For a C1 simple
closed curve, we can define the interior Γi as the set of points q 6∈ Γ such that a generic ray
(i.e., half infinite straight line) starting at q, intersects Γ is an odd number of points. Later,
we will discuss a generalization and rigorous proof of this fact. We say Γ is convex if Γi is a
convex set. It is not difficult to show that the convexity of Γ is equivalent to any one of the
following conditions:

1. For every tangent line T to Γ, Γi ∩ T = ∅.

2. For every tangent line T , Γi lies on one side of T .

3. The intersection of any straight line with Γ has at most two connected components.
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These descriptions of convexity in the plane are so familiar that if necesary we will make use
of them without further ado.

There is also a differential geometric condition which implies convexity. Intuitively, this
condition says that if the curvature of Γ does not vanish, then the angle that the inward
(or outward) normals to Γ make with a fixed direction, e.g. the positive x-axis gives a
parametrization of the curve Γ and Γ is convex, in other words,

Lemma 1.1.1 The Gauss map G : Γ → S1 of a simple closed curve with nowhere vanishing
curvature is a diffeomorphism, and Γ is convex.

Proof - Since the winding number of a simple closed curve is 2π (see chapter 1, §5.5) we
know that G is onto. If G(s1) = G(s2) then by Rolle’s theorem G′(t) vanishes for some t and
consequently there is a point with zero curvature. Similarly, if Γ does not lie on one side of a
tangent line T , then it intersects Γ in at least two distinct points q1, q2. By Rolle’s theorem
there is a point between q1 and q2 where the tangent line is parallel to T . This contradicts
the first assertion of the lemma proving convexity of Γ. ♣

It is customary to refer to a simple closed curve Γ ⊂ R2 with nowhere vanishing curvature
as strictly convex. Since lemma 1.1.1 shows that the unit circle parametrizes a simple closed
strictly convex curve, we ask whether any positive function κ on S1 can be realized as the
curvature of such a curve Γ with κ(θ) the curvature at the unique point on Γ with normal
e2 = eiθ. The following proposition shows that there is a necessary condition to be satisfied:

Proposition 1.1.1 Let e1, e2 denote the unit tangent and normal to the simple closed curve
Γ given by an embedding γ : S1 → R2, and κ̃ denote the curvature of Γ regarded as a function
on S1. Then ∫

S1

1

κ̃
e2dθ = 0 or equivalently

∫
S1

1

κ̃
e1dθ = 0.

If κ̃ is positive, then this condition is also sufficient for the existence of a strictly convex
simple closed curve with curvature κ̃ relative to the parametrization of lemma 1.1.1

Proof - Since γ is a simple closed curve, it can be given as an embedding of S1 into R2. Let
s be the arc length along Γ and θ the parameter along S1. Then

dγ

dθ
=
dγ

ds

ds

dθ
. (1.1.7)

Therefore dγ = 1
κ̃
e1dθ and the necessity follows by integration

∫
S1 dγ = 0 and the fact that

e1 and e2 differ by the constant rotation through π
2
. To prove the sufficiency assertion we

integrate the equation

dγ

dθ
=

1

κ̃
e1, where e1 = ei(

π
2
+θ),
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on the circle S1. The periodicity of the solution γ follows from the hypothesis. From (1.1.7)
we see that κ̃ is the curvature of and e1 is the unit tangent vector field to γ. From the
positivity of κ̃ it follows that for 0 ≤ α ≤ β ≤ π∫ β

α

1

κ̃
ei(

π
2
+θ)dθ = 0

is not possible unless α = β. Let α, β ∈ S1. Since one of the two circular arcs (α, β) or
(β, α) is ≤ π, γ(α) = γ(β) is not possible unless α = β. Therefore γ is an embedding and
sufficiency follows. ♣

Probably the best known classical result in the geometry of simple closed curves in the
plane is the Four Vertex or Mukhopadhyaya’s theorem, namely,

Proposition 1.1.2 The curvature function of a simple closed curve in the plane has at least
two maxima and two minima. (If κ is constant on any arc, then by convention it has infinitely
many maxima and minima.)

Proof - Assume κ has only one maximum and one minimum which occur at points with
parameter values θ+ and θ−. It follows from the Intermediate Value theorem that there is a
pair of antipodal points e±iθ◦ such that

κ̃(θ◦) = κ̃(−θ◦).

This gives the decomposition of the circle into two semi-circles such that the curvature on
one is everywhere greater than on the other which contradicts the necessary condition of
proposition 1.1.1. The number of maxima and minima necessarily being equal, we obtain
the required result. ♣

Exercise 1.1.1 Show that the conclusion of proposition 1.1.2 may not be valid for an im-
mersion of S1 into R2.

Remark 1.1.1 Proposition 1.1.1 has a higher dimensional analogue which will be discussed
in the subsection on Christoffel, Minkowski and Weyl problems. If we relax the particular
parametrization defined by the Gauss map G and only require that κ be the the curvature
after some diffeomorphism of Γ onto S1, then any positive function with at least two maxima
and two minima can be realized as the curvature function of a simple closed strictly convex
curve. Proving this requires studying the diffeomorphism group of the circle and will not
be pursued here. The Four Vertex theorem can be proven without reference to proposition
1.1.1, however, the above proof is preferable since it relates it to the Minkowski problem. In
[Oss1] an estimate for the number of critical points of the curvature of a simple closed curve
is given. ♥
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In the above analysis we used integration to deduce from the local data κ(s) a global
result, namely, the existence of four critical points. The use of integration in going from local
information to global consequences is a common occurrence in differential geometry. Formu-
lating a problem as the solution to a variational problem (i.e., existence of critical points)
is another general device (besides integration) for obtaining global geometric information.
There are many examples of this kind of argument in geometry and physics. Example 1.1.2
below, due to Tabachnikov, demonstrates this general principle, in the context of convex
curves in the plane, in an elementary yet elegant manner. First we need to recall an obser-
vation from plane geometry. For vectors OA = (a1, b1) and OB = (a2, b2) in the plane we
define

OA ∗OB = det

(
a1 a2

b1 b2

)
. (1.1.8)

From elementary geometry we recall that OA ∗ OB is the signed area of the parallelogram
determined by the vectors OA and OB or equivalently twice the signed area of the triangle
OAB. The sign is positive or negative according as the vectors OA,OB form a positively or
negatively oriented basis.

Example 1.1.2 Let Γ be a simple closed convex curve in R2 and assume that its curvature
is nowhere zero. For an angle φ ∈ S1 we let φ also denote the unique point on Γ with
G(φ) = φ which causes no confusion in view of lemma 1.1.1. We seek points φ ∈ Γ such that
the normals to Γ at φ− 2π

3
, φ and φ+ 2π

3
are concurrent. We refer to such a configuration of

normals as a tripod. It is clear that for such φ ∈ Γ (if exists), the three normals intersect at
angles of ±2π

3
at their common point of interesection. For arbitrary φ, the intersections of

the three normals to Γ at φ − 2π
3
, φ and φ + 2π

3
form the vertices of an equilateral triangle,

and we will show as φ’s moves along the curve this triangle degenerates (at least twice) into
a point and the three normals become concurrent. To prove the existence of a (or two)
tripod(s) fix an origin O not lying on the curve Γ and it is perhaps less confusing (although
unimportant) if we take the origin to be in the exterior of the curve. Let p = (x, y) denote
the vector from O to a point with coordinates (x, y) on Γ. We make the convention that p(φ)
denotes the vector from O to the point on C corresponding to the parameter value φ ∈ S1

as described above, but p′(φ) and p′′(φ) denote the first and second derivatives of p (at φ)
relative to the arc length s on Γ. Consider the function

F (φ) = p(φ− 2π

3
) ∗ p′(φ− 2π

3
) + p(φ) ∗ p′(φ) + p(φ+

2π

3
) ∗ p′(φ+

2π

3
)

defined on Γ. Then

dF

ds
(φ) = p(φ− 2π

3
) ∗ p′′(φ− 2π

3
) + p(φ) ∗ p′′(φ) + p(φ+

2π

3
) ∗ p′′(φ+

2π

3
). (1.1.9)
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As noted earlier, the three terms on the right hand side of (1.1.9) are twice the signed areas
of the triangles OAB,OAC and OBC (see figure XXXX) and their sum is twice the area
of the triangle ABC where A,B and C are the intersections of the normals to the curve
Γ at the points φ − 2π

3
, φ and φ + 2π

3
. The function F has at least two critical points and

at these critical points, the triangle ABC degenerates into a point (since the area of the
equilateral triangle ABC becomes zero) and we obtain the desired tripods. Tabachnikov
also established a similar property for convex polygons. For this and other material on the
Four Vertex theorem see [Tab] and references thereof. ♠

A curve in the plane is completely determined, up to Euclidean motion, by its curvature.
In fact we have the differential equation de1 = κe2 where the vector e2 is uniquely determined
by the requirement that e1, e2 is positively oriented orthonormal frame. The differential
equation is uniquely solvable once the initial point and initial direction are specified. This
observation is both local and global and can be stated as follows:

Lemma 1.1.2 Let γ, γ′ : [0, L] → R2 be two C3 plane curves parametrized by arc length s,
and assume their curvatures as equal as a function of s. Then γ and γ′ differ by a Euclidean
motion.

1.1.3 Curves in Space

In order to make use of the structure equations to study geometry of curves in space, we
make a special choice for the frame e1, e2, e3. Consider a curve Γ ⊂ R3, and choose the frame
{e1, e2, e3} such that e1 is the unit tangent to Γ and set

de1 =
1

ρ
e2ds, de2 = −1

ρ
e1ds+ τe3ds, de3 = −τe2ds. (1.1.10)

The quantities κ = 1
ρ

and τ are called the curvature and torsion of the curve. The frame

{e1, e2, e3} is called the Frenet frame for the curve Γ. The notation 1
ρ

implicitly assumes that
the curve Γ is generic in the sense that its curvature is nowhere zero. At a point where the
curvature is non-zero, there is an ambiguity of ± in the choice of e2 while at point where
curvature vanishes, e2 can be any unit vector normal to e1. In the former case the ambiguity
can be removed by the requirement that 1

ρ
> 0. Note that the sign of the curvature of a

space curve cannot be intrinsically defined. In fact, since a reflection in the plane can be
extended to an element of SO(3), simple examples show that there is no continuous function
κ on Γ with the following properties:

1. In the limit of a plane curve, κ tends to the curvature of the plane curve;
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2. κ is SO(3)-invariant.

On the other hand, if we stipulate on the positivity of the curvature of a space curve, then as
we pass through a point of zero curvature, the vector field e2 may undergo a discontinuity. To
circumvent this difficulty, at least in the case where the curvature vanishes only at isolated
points, we choose Frenet frames on open connected subsets Γ1,Γ2, · · · of Γ where 1

ρ
6= 0. By

appropriate choice of ± sign of e2 on each Γi we can obtain a smooth Frenet frame on the
entire curve. But by doing so we allow the curvature to take negative values as well. One
can remove any ambiguity in the sign of e2 or curvature by the (non-canonical) requirement
of positivity of curvature at one point in ∪Γi. No confusion should arise as long as one keeps
these issues in mind. The analogue of lemma 1.1.2 is also valid for space curves:

Lemma 1.1.3 Let γ, γ′ : [0, L] → R3 be two C4 curves in space parametrized by arc length
s, and assume their curvatures and torsions as equal as a function of s. If the curvature of
γ (or γ′) vanishes nowhere, then γ and γ′ differ by a Euclidean motion.

Proof - Let A = (e1, e2, e3) be the 3×3 matrix denoting the Frenet frame. Then the solution
to the differential equation

dA

ds
= A

0 −κ 0
κ 0 τ
0 −τ 0


lies in O(3) in view of skew-symmetry of the matrix A−1 dA

ds
. By choosing the initial condition

to be a positively oriented orthonormal frame we ensure A ∈ SO(3). Solving the differential
equation dp

ds
= e1 we obtain a curve γ′′ which will coincide with either γ or γ′ by a judicious

choice of the initial conditions, i.e. a Euclidean motion. ♣

Exercise 1.1.2 How should lemma 1.1.3 be modified if the curvature is allowed to vanish at
isolated points.

Example 1.1.3 As an application of the Frenet frame we calculate the volume of a tube of
small radius r > 0 around a curve Γ in R3. The tube of radius r > 0 around Γ is

τr(Γ) = {p+ t2e2 + t3e3|p ∈ Γ, t22 + t23 < r}.

Denoting a generic point on τr(Γ) by q = p+ t2e2 + t3e3 we obtain

dq = (ds− t2κds)e1 + (dt2 − t3τds)e2 + (dt3 + t2τds)e3,
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so that the volume element on τr(Γ) is

ds ∧ dt2 ∧ dt3 − t2κds ∧ dt2 ∧ dt3.

It is clear that because of the factor t2, the integral on τr(Γ) of the second term vanishes.
Therefore

vol(τr(Γ)) = πr2(length(Γ)). (1.1.11)

Thus the volume of the tube depends only on the length of the curve and r but not the
curvature or torsion of Γ. Of course this simple formula is valid for curves in RN if we
replace πr2 by the volume of the ball of radius r > 0 in RN−1. Formula (1.1.11) is valid only
for small values of r > 0 since the parametrization q = p+ t2e2 + t3e3 is valid only for small
r > 0. One may be tempted to assume that the right hand side of (1.1.11) gives an upper
bound for the volume of τr(Γ) for all r, however simple examples show that this is not true.
♠

Let γ : [0, L] → R2 be a curve in the plane (parametrized by arc length for convenience)
and Mγ be the cylinder based on γ, i.e., {(x, y, z) | (x, y) ∈ Im(γ)}. Consider the mapping

Φ : (−1, 1)× [0, L] → R3, Φ(u, t) = (γ(t), u)

Let e1, e2, e3 be a positively oriented moving frame in R3 with e3 normal to Mγ and e1 tangent
to Im(γ). A possible choice is to take e1 parallel to the (x, y)-plane and e2 in the direction
of z-axis. Then

dγ = ω1e1, ω2 = du, ω12 = 0.

The last equality follows from the fact that e2 · de1 = 0 since γ is a plane curve. Let
δ(t) = (δ1(t), δ2(t), δ3(t)) be a curve such that (δ1(t), δ2(t)) = γ(t) and δ3(t) > 0 for all
t ∈ [0, L]. Modify the frame to e′1, e

′
2, e3 differing from e1, e2, e3 by an element SO(2) acting

on the e1, e2 vectors so that e1 is tangent to both γ and δ curves. Then it is a simple
calculation that ω′12 is related to ω12 by

ω′12 = ω12 + dθ = dθ,

where θ is the angle of rotation relating the frames under consideration. Therefore dω′12 = 0
and it follows from Stokes’ theorem that∫ L

◦
γ?(ω′12)−

∫ L

◦
δ?(ω′12) = Λγδ, (1.1.12)
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where Λγδ is the contribution of the line integrals of ω′12 along the vertical lines joining the
initial and end points of γ to those of δ. We refer to ω′12(e

′
1) (on δ) as the curvature κδ of

the space curve δ. It is convenient to write the integrals on the left hand side of (1.1.12) as∫
γ
ω′12 and

∫
δ
ω′12, and refer to these quantities as the total curvatures of γ and δ.

Now assume δ is a simple closed curve in R3, i.e., δ is a diffeomorphism of the circle onto its
image. One refers to such a curve as a knot. Let γ denote the orthogonal projection of δ in the
(x, y)-plane. Now γ generally has self-intersections which we may assume (by transversality
or making small perturbations) are of the form of two branches passing through a point,
i.e., no triple or higher intersections. We can break up γ into a union of curves γ1, · · · , γN
with no self intersections, and accordingly decompose δ into a union δ1, · · · , δN with δj lying
vertically above γj. It follows from (1.1.12) that∫

γ

ω′12 −
∫
δ

ω′12 =
∑
j

Λγjδj .

Since δ is a closed curve, the sum
∑

j Λγjδj vanishes and∫
γ

ω′12 =

∫
δ

ω′12. (1.1.13)

The left (resp. right) hand side of (1.1.13) is the integral of the curvature of the space γ
(resp. plane δ). We want to obtain an estimate for

∫
γ
|ω′12| where absolute value sign means

we are calculating the integral of the absolute value of the curvature. The principle is best
demonstrated by looking at an example. Consider the knot δ in figure (XXXX) known as the
trefoil knot. This is the simplest non-trivial knot. Non-trivial means it cannot be deformed
into a circle without crossing itself. In chapters 4 and 6 we will make a systematic study of
knots, but for the time being the intuitive notions will suffice. Now break up the orthogonal
projection γ of the trefoil knot in the plane into three simple closed curves as shown in the
figure and denote them by C1, C2 and C3. We orient Ci’s in the counterclockwise direction.
Each simple closed curve in the plane has total curvature 2π as noted in chapter 1, §5.3. In
replacing γ with three simple closed curves we created two issues which have to be addressed,
viz.,

1. There are additional contributions to the total curvature by twice the sum of the angles
of the triangle ABC (see figure XXXX).

2. The orientation of of portions of the curves were reversed and consequently the curva-
ture was multiplied by -1 on these sections.
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The first point implies that if we estimate
∫
γ
|ω′12| by relating it to

∑∫
Ci
ω′12, then 2π should

be substracted from it to compensate for this additional contribution. The second issue is
addressed by noting we are looking at

∫
γ
|ω′12| and therefore we have the inequality

∫
γ

|ω′12| ≥
3∑
i=1

∫
Ci

ω′12 − 2π = 4π. (1.1.14)

This simple argument can be applied to any knot to give a lower bound for
∫
γ
|ω′12|, but

carrying out the details rigorously involves a technical examination of knot crossings is not
very interesting. The reader should experiment with more complex knots to be convinced of
the validity of ∫

δ

|ω′12| ≥ 4π (1.1.15)

for any non-trivial knot δ. An elegant and simple proof of it, based on Crofton’s formula
for the sphere, is given in the next subsection. The inequality (1.1.15) is known as the
Fary-Milnor theorem.

1.1.4 Integral Geometry in Dimension 2

To further demonstrate the use of moving frames and how the group of proper motions
of Euclidean space enters into geometric problems we consider some problems in integral
geometry in the plane and on the unit sphere S2. These examples will not be used in the
discussion of Riemannian geometry and the reader may directly proceed to the next section
on Riemannian geometry. Let C and C ′ be curves in the plane R2, and pose the following
questions:

1. What is the average number of intersections of C and g(C ′) as g ranges over SE(2)
(the group of proper Euclidean motions of R2?

2. What is the average number of intersections of C and an affine line in R2?

In both of these problems we have to give a meaning to the word average. Let N(g),
g ∈ SE(2), denote the number of points of intersection of g(C ′) and C. Then the desired
average is

∫
N(g) where the integration is over the space of all possible g(C ′). To make this

more precise let SE(C,C ′) = {g ∈ SE(2)|g(C ′) ∩ C 6= ∅}, and let m(SE(C,C ′)) denote the
measure of this set relative to the kinematic density dvSE(2). Denote the lengths of C and
C ′ by l and l′, and let s and s′ be the arc-length along these curves. Consider the mapping

F : [0, l]× [0, l′]× [−π, π) → SE(2),
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where F (s, s′, θ) is the proper Euclidean motion which translates the point with coordinate
s′ on C ′ to the origin, followed by rotation through angle θ and translation of the origin
to the point with coordinate s on C. Then computing m(SE(C,C ′)) can be restated as
integrating F ?(dvSE(2)) on [0, l] × [0, l′] × [−π, π). Notice that in this calculation, distinct
points of intersection of the curves g(C ′) and C correspond to different values in the domain
of F . Therefore we have ∫

N(g) =

∫ l

0

∫ l′

0

∫ π

−π
F ?(dvSE(2)).

To evaluate this integral let (x1(s), x2(s)) and (y1(s
′), y2(s

′)) be parametrizations of C and
C ′ by arc length. Then

F (s, s′, θ) =

cos θ − sin θ x1(s)− y1(s
′) cos θ + y2(s

′) sin θ
sin θ cos θ x2(s)− y1(s

′) sin θ − y2(s
′) cos θ

0 0 1


Therefore

F ?(dvSE(2)) = dv1 ∧ dv2 ∧ dθ = −[(x′1y
′
1 + x′2y

′
2) sin θ + (x′1y

′
2 − x′2y

′
1) cos θ]ds ∧ ds′ ∧ dθ.

Let α and α′ be the angles of the tangents to C and C ′ with x1-axis at the points corre-
sponding to s and s′ respectively. Then x′1 = cosα, x′2 = sinα etc. and we obtain

(x′1y
′
1 + x′2y

′
2) sin θ − (x′1y

′
2 − x′2y

′
1) cos θ = − sin(θ − α′ + α)

Note that ϕ ≡ θ− α′ + α is the angle between the curves C and F (s, s′, θ)(C ′). Since α and
α′ depend only on s and s′ respectively, we have the expression

F ?(dvSE(2)) = ± sinϕds ∧ ds′ ∧ dϕ, (1.1.16)

for the pull-back of the kinematic density. (The reason for the ambiguity in sign is that we
have not specified orientations when measuring the angles; we require the measure to be
positive which determines the sign.) Therefore

meas(S(C,C ′)) =

∫ l

0

∫ l′

0

∫ π

−π
| sinϕ|dϕds′ds = 4ll′, (1.1.17)

and ∫
N(g) = 4ll′. (1.1.18)
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The equation (1.1.18) is often called Poincaré’s formula. The second problem is only
slightly different. The set of all affine lines in R2 is the inhomogeneous Grassmann manifold
G̃
◦
1,1(R) = SE(2)/H, where H = R·O(1) = R·Z/2 is the group Euclidean motions of R. The

desired average is
∫
n(L) where n(L) is the number of intersections of the line L ∈ G̃◦

1,1 with

the curve C, and integration is over G̃◦
1,1. We consider the map F : [0, l]× [0, π) → G̃1,1(R)

where F (s, θ) is the coset gH and g ∈ SE(2) is rotation through angle θ followed by trans-
lation of the origin to the point corresponding to the point with parameter s on C. By a
reasoning as before ∫

n(L) =

∫ l

0

∫ π

0

F ?(dvG̃◦
1,1

).

From example ?? of chapter 1 we have dvG̃◦
1,1

= ω2 ∧ ω12 which gives

F ?(dvG̃◦
1,1

) = ± cosϕds ∧ dϕ,

where ϕ is the angle between the line L and the curve C. Consequently∫
n(L) = 2l. (1.1.19)

This is the simplest of a class of equations known as Crofton’s formula(e). The important
feature of (1.1.19) and (1.1.18) is that the right hand side is proportional to the length(s) of
the curve(s). In our computations we used a mapping F to pull-back a canonically defined
form on a group or homogeneous space and then integrated it over the parameter space.
This kind of reasoning occurs frequently in differential geometry.

Exercise 1.1.3 With the notation and framework of example ??, let βj be the angle between
g(C ′) and C at the jth point of intersection. Show that∫ ∑

j

βj = 2πll′,

where the integral is over all g ∈ SE(2) such that g(C ′) ∩ C 6= ∅.

Example 1.1.4 We continue with the notation of example ??. Let K be a compact sub-
set of R2 with piece-wise smooth boundary and consider the problem of estimating the
number of intersections in the interior of K of n lines (in general position) in R2. Let
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dvn = dvG̃◦
1,1
∧ · · · ∧ dvG̃◦

1,1︸ ︷︷ ︸
n copies

be the invariant volume element on the product of n copies of

G̃◦
1,1. Define εij : G̃◦

1,1 × · · · × G̃◦
1,1 → R by

εij(L1, · · · , Ln) =

{
1 ifLi ∩ Lj ∩K 6= ∅,
0 otherwise.

For n = 2 we obtain from Crofton’s formula (1.1.19)∫
G̃◦

1,1×G̃◦
1,1

ε12(L,L
′)dvG̃◦

1,1
∧ dvG̃◦

1,1
= 2

∫
G̃◦

1,1

lLdvG̃◦
1,1

(L),

where lL denotes the length of the segment L∩K. Now it is trivial to show that
∫
G̃◦

1,1
lLdvG̃◦

1,1
(L) =

2aK , where aK is the area of K. Consequently∫
G̃◦

1,1×G̃◦
1,1

ε12(L,L
′)dvG̃◦

1,1
∧ dvG̃◦

1,1
= 4aK . (1.1.20)

Let ε =
∑

i<j εij, UK = {L ∈ G̃◦
1,1|L ∩K 6= ∅}, and M(n,K) be the measure of the set of

n-tuples of lines such that every pair intersect inside of K. Then

N(n,K) =

∫
UK×···×UK

εdvn = 2n(n− 1)aK

∫
UK×···×UK

dvn−2.

Another application of Crofton’s formula gives

N(n,K) = 2n−1n(n− 1)aK l
n−2
∂K .

where l∂K is the length of the boundary curve ∂K. To obtain the average N(n,K) of the
number of intersections, we have to properly normalize the quantity N(n,K). A natural
normalization is by dividingN(n,K) by the measure of the set of n-tuples of lines intersecting
K. From Crofton’s formula the latter quantity is 2nln∂K . Therefore we obtain

N(n,K) =
n(n− 1)aK

2l2∂K

for the desired average N(n,K). ♠
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One should exercise caution in the probabilistic interpretation of our calculation of aver-
ages as expected values. Our approach was based on the integration on a space (e.g., SE(2))
of infinite volume, but the integrals were convergent due to compactness of the domain of
integration. To give strict probabilistic interpretation it is necessary to clarify the undelying
probability space. We shall not pursue this issue here.

We define the signed total curvature of a real plane curve as κC =
∫
C
dφ =

∫
C
κ(s)ds (see

also notion of winding number in exercise ??). In interpreting this quantity one should be
cognizant of the fact that as one moves along a curve the angle φ can exceed 2π and the
signed total curvature of a general real plane curve can be any real number. If the curve
is only piece-wise smooth, again the same definition is applicable with the proviso that at
points of nondifferentiability, the derivative dφ/ds is a delta function which is equal to the
angle between the curves as the first rotates counterclockwise onto the second.

Example 1.1.5 Let D1 and D2 be open relatively compact regions in R2 with piecewise
smooth boundaries ∂Di. Assume the boundary curves are parametrized by arc lengths si,
and let φi be the corresponding angle. We apply proper Euclidean motions g ∈ SE(2) to D1

and look at the intersections D(g) = g(D1)∩D2 which is an open relatively compact region
with piecewise smooth boundary. Let κi and κg denote the signed total curvatures of the
curves ∂Di and ∂D(g) respectively. Just as in examples ?? and 1.1.4 we want to compute
the integral of κg as g ranges over SE(2). To do so we consider the mappings

Φ1 : ∂D1 × [0, 2π)×D2 −→ ∂D1 × SE(2), and Φ2 : ∂D2 × [0, 2π)×D1 −→ ∂D2 × SE(2),

where Φ1(s1, θ, x1, x2) = (dφ(s1)/ds1, F (s1, θ, x1, x2)) and F (s1, θ, x1, x2) is the proper Eu-
clidean motion of D1 which translates the point with parameter s1 on ∂D1 to the origin,
then rotates the translate of D1 through angle θ and then translates it so that the point
with parameter s1 will coincide with the point (x1, x2) ∈ D2. Φ2 is similarly defined. It is a
simple calculation that

Φ?
1(
dφ1

ds1

∧ dvSE(2)) =
dφ1

ds1

ds1 ∧ dθ ∧ dx2
1 ∧ dx2

2, and Φ?
2(
dφ2

ds2

∧ dvSE(2)) =
dφ2

ds2

ds2 ∧ dθ ∧ dx1
1 ∧ dx1

2,

where dxi1 ∧ dxi2 is Euclidean volume element on the domain Di. The required average is

2∑
i=1

∫
∂D1×[0,2π)×D2

Φ?
i (
dφi
ds

∧ dvSE(2)) +

∫ ∑
βj,

where βj is the angle between g(∂D1) and ∂D2 at the jth intersection point and the integral
is over all g ∈ SE(2) such that g(∂D1) ∩D2 6= ∅. Notice that the reason for symmetrizing
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with respect to i = 1, 2 is that ∂(g(D1)∩D2) consists of two parts coming from g(∂D1) and
∂D2. From exercise 1.1.3 we have

∫ ∑
βj = 2πl1l2 and it is trivial to see that the first sum

is 2π(κ1a2 + κ2a1) where ai is the area of the region Di. Therefore we have shown that the
average of the signed total curvature is∫

κg = 2π(κ1a2 + κ2a1 + l1l2). (1.1.21)

This equation is known as Blaschke’s formula. For a simple closed curve C, κC = 2π.
Therefore if D1 and D2 are relatively compact convex domains in R2 with piecewise smooth
boundary, then for all g ∈ SE(2), ∂(g(D1)∩D2) is a simple closed curve. Blaschke’s formula
then implies for

meas({g ∈ SE(2)|g(D1) ∩D2 6= ∅}) = 2π(a1 + a2) + l1l2,

under the additional hypothesis that Di’s are convex. ♠

Formulae of Crofton, Poincaré and Blaschke demonstrated the use of the group of Eu-
clidean motions of the plane in geometric problems dealing with averages. We now show
that the latter two imply the isoperimetric inequality in the plane which is independent of
the averages. Let C = ∂D be a simple closed curve of length l∂D in the plane bounding a
region D. As noted above κC = 2π. Applying the formulae of Blaschke and Poincaré to the
case where Di = D and C = C ′ = ∂D we obtain∫

N(g) = 4l2∂D, and
1

2π

∫
κg = 4πaD + l2∂D

where the integrals are taken over the set of g ∈ SE(2) such that g(D) ∩ D 6= ∅. Assume
furthermore that D is convex so that ∂(g(D) ∩ D) is a simple closed curve (if nonempty).
Let mj be the measure of the set of g ∈ SE(2) such that g(C) and C intersect at exactly i
points. Then

4l2∂D =

∫
N(g) =

∑
imi, and 4πaD + l2∂D =

1

2π

∫
κg =

∑
mi.

Since mi’s are non-negative quantities and obviously m1 = 0 (in fact, m2i−1 = 0) we obtain

l2∂D − 4πaD ≥ 0, (1.1.22)

for D compact convex with piecewise smooth boundary. For D non-convex let D′ be its
convex closure. Since aD ≤ aD′ and l∂D′ ≤ l∂D, the assumption of convexity in (1.1.22) is
unnecessary.
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While the isoperimetric inequality is sharp, the following clever idea gives an estimate
for the defect in the inequality for convex domains with piecewise smooth boundaries. Let
ri (resp. re) denote the radius of the largest (resp. smallest) circle inscribed in (resp.
circumscribed about) the compact convex domain D = D1. Let ri ≤ r ≤ re and D2 denote
the disc of radius r. The inequalities of Poincaré and Blaschke imply

8πrl∂D =

∫
N(g) =

∑
imi, and 2π(aD + πr2 + rl∂D) =

1

2π

∫
κg =

∑
mi.

Therefore, proceeding as before, we obtain

2πrl∂D − 2π(aD + πr2) ≥ 0.

Now we write

l2∂D − 4πaD = (l∂D − 2πr)2 + 2[2πrl∂D − 2π(aD + πr2)] ≥ (l∂D − 2πr)2,

whence, by averaging,

l2∂D − 4πaD ≥
1

2
[(l∂D − 2πre)

2 + (l∂D − 2πri)
2]. (1.1.23)

Inequality (1.1.23) is called Bonnesen inequality.

Finally we derive an analogue of Crofton’s formula for the unit sphere S2. To formulate
the problem let γ : [0, lγ] → S2 be a curve of length lγ which we assume is parametrized by
arc length, and for every p ∈ S2 let Cp be the oriented great circle on S2 which is the equator
relative to the north pole p. The set of Cp’s is the homogeneous space SO(3)/SO(2) ' S2.
Let Nγ(p) be the number of intersections of the great circle Cp with the curve γ. The problem
is to calculate the average number of these interesections. More precisely we will prove∫

SO(3)/SO(2)

Nγ(p)dv(p) = 4lγ, (1.1.24)

where dv is the invariant volume element on SO(3)/SO(2). Let s denote arc length along γ
and γ(s), e2(s), e3(s) form a positively oriented orthonormal frame. A great circle Cp passes
through γ(s) if and only if the vector p lies in plane spanned by e2(s) and e3(s). Therefore
p has can be written as

p = ps,τ = cos τe2 + sin τe3,
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and F (s, τ) = ps,τ gives a (local) parametrization of S2. The structure equations for SO(3)
imply

d

ds

γ(s)
e2(s)
e3(s)

 = A

γ(s)
e2(s)
e3(s)

 ,

where A is a skew symmetric matrix depending on s and the hypothesis that γ is parametrized
by arc length implies A2

12 +A2
13 = 1 and therefore we have A12 = cosφ, A13 = sinφ. Taking

exterior derivative of ps,τ and using the structure equations we obtain

dps,τ = (− sin τe2 + cos τe3)(dτ + A23ds)− (cosφ cos τ + sinφ sin τ)ds.

Therefore the volume element of S2 in (τ, s) coordinates is

F ?(dvS2) = cos(τ − φ)dτds.

The desired average is the integral of |F ?(dvS2)| = | cos(τ −φ)|dτds on [0, lγ]× [0, 2π) where
the absolute value is necessary to make sure cancelations due to the signs of intersections do
not occur. We obtain ∫ lγ

◦
ds

∫ 2π

◦
| cos(τ − φ)|dτ = 4lγ,

which is the desired formula (1.1.24).
As an application of Crofton’s formula for the sphere, we give a simple proof of the Fary-

Milnor theorem (1.1.15). Consider a knot δ : S1 → R3 and let γ : [0, l] → S2 be the unit
tangent vector field to the knot. It is no loss of generality to assume that γ is an immersion
of S1 into S2 and l = lγ is the length of the curve on S2 traced out by γ. Let κ denote the
curvature of δ and first assume δ is only an arc on which κ is positive. Then∫

κds =

∫
dγ(s)

ds
ds = lγ.

It follows from Crofton’s formula (1.1.24) that∫
δ

κds =
1

4

∫
Nγ(p)dv(p). (1.1.25)

Clearly this formula remains valid if we break up δ into subsets where κ does not change
sign and replace κ by |κ|. Now observe that Nγ(p) is the number of critical points of the
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function fp(t) =< p, δ(t) > defined on the knot δ where < ., . > denotes the standard inner
product on R3. (fp is the height function in the direction of p ∈ S2 and is the projection
of δ(t) on the line through p.) It is elementary that the number of critical points of fp is
even. If the total curvature of the knot δ is < 4π, then (1.1.25) implies that there is p ∈ S2

such that fp has only two critical points, namely, a maximum pmax and a minimum pmin.
Therefore δ is divided into two arcs where along one fp is increasing and is decreasing along
the other. This implies that planes perpendicular to the direction p (and between the planes
corresponding to pmin and pmax) intersect the knot Im(δ) in exactly two points. The union of
straight line segments joining these pairs of points exhibit the knot Im(δ) as the boundary
of a disc which means δ is not knotted (see example ?? in chapter 1).

Exercise 1.1.4 Let δ : [0, L] → R3 be a simple closed curve, and γ(s) denote the unit
tangent vector field to δ. Show that the curve s→ γ(s) intersects every great circle on S2 at
least twice. Deduce that ∫

|κ|ds ≥ 2π,

where κ denotes the curvature of δ.

For an extensive discussion of integral geometry and its applications see [S] and references
thereof.



214 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

1.2 Riemannian Geometry

1.2.1 Basic Concepts

We introduce the fundamental concepts of Riemannian geometry by first looking at Euclidean
space and its submanifolds, and determining which notions are dependent or independent
of the embedding. This special case, besides being of intrinsic interest, will serve as a good
example for the more abstract development of the general case. LetM ⊂ U be a submanifold.
To adapt the moving frame to M , we assume that x ranges over M and e1(x), · · · , em(x)
form an orthonormal basis for TxM . To simplify notation, we make the following convention
on indices:

1 ≤ A,B,C, · · · ≤ N, 1 ≤ i, j, k, · · · ≤ m, m+ 1 ≤ a, b, p, q, · · · ≤ N.

Since x ranges over M , ωp = 0, and hence dx =
∑

i ωiei. This simply expresses the fact that
TxM is spanned by e1, · · · , em. In a more cumbersome language this can be rephrased as
follows: If f : M → U is a submanifold, then f ?(ωp) vanishes identically. By writing ωp = 0
we emphasize the point of view that M is regarded as the solutions to the Pfaffian system

ωm+1 = 0, · · · , ωN = 0.

The first set of structure equations becomes

dωi +
∑
j

ωij ∧ ωj = 0,
∑
i

ωpi ∧ ωi = 0, on M. (1.2.1)

A fundamental property of the ωi’s is that relative to the Riemannian metric induced on
M , the metric has the form ds2 =

∑
i ω

2
i . This is essentially obvious since for any curve

γ : I → M , the element of arc length is ds2(γ̇) =< dx(γ̇), dx(γ̇) >=
∑

i ωi(γ̇)ωi(γ̇), where
γ̇ is the tangent vector to the curve. In practice, ωi’s are often computed from the relation
ds2 =

∑
i ω

2
i .

It is convenient to decompose the matrix (ωAB) in the form

ω̃ =

(
(ωij) (ωip)
(ωpi) (ωpq)

)
.

The m×m matrix ω = (ωij) is called the Levi-Civita connection for the induced metric on
M ⊂ U . Let us see how the connection ω transforms under a change of orthonormal frame.
Let A = (Aij) be an orthogonal matrix, and the frames {ei} and {fi} be related by the



1.2. RIEMANNIAN GEOMETRY 215

orthogonal transformation ej =
∑

iAijfi. Setting fp = ep for m+ 1 ≤ p ≤ N , and denoting
the connection form relative to the fA’s by ω′, we obtain after a simple calculation

ω = A−1ω′A+ A−1dA (1.2.2)

Notice that because of the additive factor A−1dA, the connection ω is not a tensor but a
collection of 1-forms transforming according to (1.2.2). As noted earlier, because of the
dependence of ω on the choice of frame, its natural domain of definition is the principal
bundle of orthonormal frames, however, we shall not dwell on this point. The matrix-valued
function A effecting a change of frames is generally called a gauge transformation. Since the
entries of A−1dA contain a basis for left invariant 1-forms on the special orthogonal group,
for every point p ∈M there is a gauge transformation A defined in a neighborhood of p such
that ω′ vanishes at p ∈ M . In general, one cannot force ω′ to vanish in a neighborhood of
p ∈M .

Before giving the formal definition(s) of curvature, let us give some general motivation
for the approach we are taking. In analogy with the definition of the curvature of a curve
in the plane, it is reasonable to try to define the curvature of a hypersurface in Rm+1, or
more generally of submanifolds of Euclidean spaces, by taking exterior derivatives of the
normal vectors ep. We shall show below that the exterior derivative dep determines an
m×m symmetric matrix Hp = (Hp

ij) for every direction ep. The matrix Hp depends also on
the choice of the frame e1, · · · , em for the tangent spaces TxM and therefore the individual
components Hp

ij are not of geometric interest. However, the eigenvalues of Hp and their
symmetric functions such as trace and determinant are independent of the choice of frames
e1, · · · , em. Our first notions of curvature will be the trace and determinant of the matrices
Hp. For the case of surfaces M ⊂ R3, Gauss made the fundamental observation (Theorema
Egregium) that det(H3) (there is only one normal direction e3) is computable directly in terms
of the coefficients of the metric tensor ds2 which is only the necessary data for calculating
lengths of curves on the surface M . Gauss’ theorem was taken up by Riemann who founded
Riemannian geometry on the basis of the tensor ds2 thus completely freeing the notion (or
more precisely some notions) of curvature from the embedding. To achieve this fundamental
point of view, we make use of the fact, which is far from obvious without hindsight, that
the structure equations dωAB +

∑
ωAC ∧ ωCB = 0 express flatness (vanishing of curvature

which will be elaborated on below) of Euclidean spaces, and the 2-forms dωij +
∑

k ωik ∧ωkj
(recall 1 ≤ i, j ≤ m) which quantify the deviation of structure equations from being valid on
M , contain much of the information about the curvature of the submanifold M ⊂ RN . The
2-form dωij +

∑
k ωik ∧ ωkj reduces to dω12 for surfaces in R3 and it will be demonstrated

shortly that

dω12 = − det(H3)ω1 ∧ ω2. (1.2.3)
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The point is that once a Riemannian metric is specified, one can calculate the quantities ωi
and ωij although they depend on the choice of frames for the tangent spaces TxM (see sub-
section on Levi-Civita Connection below). Therefore (1.2.3) contains Theorema Egregium.
It should be pointed out that Tr(H3) is not computable from the data ds2 alone, and it
contains siginifcant geometric information which will be discussed in this chapter. In view
of these facts, any quantity which is expressible in terms of ωi’s and ωij’s is called intrinsic
to a Riemannian manifold M , and quantities which necessarily involve ωp’s or ωAp’s are
called extrinsic in the sense that they depend on the embedding. Our immediate goal in
this subsection is to make mathematics out of these remarks and specialize them to the
case of surfaces in R3. Various notions of curvature, based on the above comments, will be
introduced in the following subsections. We begin with the following algebraic lemma:

Lemma 1.2.1 (Cartan’s Lemma) - Let v1, · · · , vm be linearly independent vectors in a vector
space V , and w1, · · · , wm be vectors such that

v1 ∧ w1 + · · ·+ vm ∧ wm = 0.

Then wj =
∑

Hijvi with Hij = Hji. The converse is also true.

Proof - Let {v1, · · · , vm, · · · , vN} be a basis for V , and set wj =
∑

i Hijvi +
∑

p Hpjvp. Then

m∑
i=1

vi ∧ wi =
m∑

i,j=1

(Hji − Hij)vi ∧ vj +
m∑
i=1

N∑
p=k+1

Hpivi ∧ vp.

Therefore Hij = Hji and Hpi = Hip. The converse statement is trivial. ♣
Applying Cartan’s lemma to the second equation of (1.2.1), we can write

ωip =
∑
j

Hp
ijωj, (1.2.4)

where (Hp
ij) is a symmetric matrix. The Second Fundamental Form of the submanifold M

in the direction ep is the quadratic differential given by

Hp =
∑
i,j

Hp
ijωiωj (1.2.5)

This means that the value of Hp on a tangent vector ξ ∈ TxM is
∑

i,j Hp
ijωi(ξ)ωj(ξ). The rea-

son for regarding Hp as a quadratic differential (i.e., a section of the second symmetric power
of T ?M) is its transformation property which descibed below. (The First Fundamental Form
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is the metric ds2.) Clearly Hp may also be regarded as the symmetric linear transformation,
relative to the inner product induced from RN , of TxM defined by the matrix (Hp

ij) with
respect to the basis {e1, · · · , em}. Note that there is a second fundamental form for every
normal direction to M .

Let us see how the second fundamental form transforms once we make a change of frames.
First assume that em+1, · · · , eN are kept fixed but e1, · · · , em are subjected a transformation
A ∈ O(m). From the transformation property of the matrix (ωAB) we obtain the transfor-
mation ω1p

...
ωmp

 −→ A′

ω1p
...

ωmp

 .

It follows that for fixed em+1, · · · , eN the symmetric matrix Hp = (Hp
ij) transforms according

Hp −→ A′HpA. (1.2.6)

This transformation property justifies regarding the second fundamental form as a quadratic
differential onM . Similarly, if we fix e1, · · · , em and subject em+1, · · · , eN to a transformation
A ∈ O(N −m), then the matrices Hp transform according as

Hp −→
∑
q

AqpHq. (1.2.7)

While the matrix (Hp
ij) depends on the choice of the orthonormal basis for TxM , the

symmetric functions of its characteristic values depend only on the direction ep and not on
the choice of basis for TxM . For example, the mean curvature in the direction ep defined by
Hp = 1

m
trace(Hp

ij) =
∑

i H
p
ii expresses a geometric property of the manifold M ⊂ RN which

we will discuss later especially in the codimension one case for surfaces. For a hypersurface
M ⊂ Rm+1, there is only one normal direction and we define the Gauss-Kronecker curvature
at x ∈ M as K(x) = (−1)m+1 det(Hij) (in case m = 2 one simply refers to K as curvature).
The eigenvalues of H are called the principal curvatures and are often denoted as κ1 =
1
R1
, · · · , κm = 1

Rm
. If the eigenvalues of H are distinct, then (locally) we have m orthonormal

vector fields on M diagonalizing the second fundamental form. The directions determined
by these vector fields are called the principal directions, and an integral curve for such a
vector field is called a line of curvature. Note that in the case of hypersurfaces the second
fundamental form can also be written in the form

H = − < dx, dem+1 > . (1.2.8)
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Example 1.2.1 Consider the sphere Snr ⊂ Rn+1 of radius r > 0. Taking orthonormal frames

as prescribed above, we obtain x = ren+1, and consequently ωin+1 = 1
r
ωi, Hij = − δij

r
ωi, and

Π = −1
r

∑
i ω

2
i . Therefore the Gauss-Kronecker curvature of Snr is K(x) = 1

rn . ♠

Example 1.2.2 A simple case of a submanifold of codimension one is that of a surface
M ⊂ R3. In this case the Levi-Civita connection is the matrix

ω =

(
0 ω12

−ω12 0

)
The symmetric matrix (Hij) in the definition of second fundamental form is defined by

ω13 = H11ω1 + H12ω2, ω23 = H12ω1 + H22ω2.

Therefore
dω12 = −ω13 ∧ ω32 = (H11H22 − H2

12) ω1 ∧ ω2. (1.2.9)

Therefore the measure of the deviation of the quantity dωij +
∑
ωik ∧ ωkj from vanishing,

which we had alluded to earlier, is the curvature K. It should be emphasized that the second
fundamental form was obtained by restricting ωp to M and therefore (1.2.9) is valid as an
equation on M . Note that we have arrived at the curvature K of the surface via two different
routes. The intrinsic approach where it is defined by dω12 = Kω1 ∧ ω2 (or the deviation of
dω12 from vanishing), and the extrinsic approach as the determinant of the matrix H of the
second fundamental form. ♠

We have emphasized that the 1-form ω12 depends on the choice of the frame and therefore
is naturally defined on the bundle of frames PM . By fixing a frame (locally) we can express
ω12 as a 1-form on M1. We can use this fact to advantage and deduce interesting geometric
information as demonstrated in the following example:

Example 1.2.3 Consider a compact surface M ⊂ R3 without boundary and assume that
ξ is nowhere vanishing vector field on M . From ξ we obtain a unit tangent vector field e1
globally defined on S2 and let e2 be the unit tangent vector field to M such that e1, e2 is
a positively oriented orthonormal frame. Let ω12 be the Levi-Civita connection expressed
relative to the moving frame e1, e2 which is a 1-form on M . Since ∂M = ∅, Stokes’ theorem
implies ∫

M

dω12 = 0.

1In more sophisticated language, the frame e1, e2 is a global section of the bundle of frames PM and ω12,
which is naturally defined on it, is pulled back to M by this section.
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On the other hand, dω12 = Kω1 ∧ ω2, and therefore∫
M

Kω1 ∧ ω2 = 0. (1.2.10)

If we let M = S2 be a sphere, then K is a positive constant and therefore (1.2.10) cannot
hold. Therefore S2 does not admit of a nowhere vanishing vector field ξ. On the other hand,
it is easy to see that the torus T 2 admits of a nowhere vanishing vector field, and therefore
no matter what embedding of T 2 in R3 we consider, still relation (1.2.10) remains valid. We
shall return to this issue in the next chapter. ♠

The intrinsic description of the Gauss-Kronecker curvature K via the formula dω12 =
Kω1 ∧ ω2 reduces the computation of K to straightforward algebra once the metric ds2 is
explicitly given. In fact, we have

Exercise 1.2.1 (a) - Let ds2 = P 2(u, v)du2 + Q2(u, v)dv2. Show that the connection and
curvature are given by

ω12 =
1

Q

∂P

∂v
du− 1

P

∂Q

∂u
dv, K = − 1

PQ
{ ∂
∂v

(
1

Q

∂P

∂v
) +

∂

∂u
(
1

P

∂Q

∂u
)}.

(b) - Let M ⊂ R3 be a surface, and L be a line of curvature on M . Show that the surface
formed by the normals to M along L has zero curvature.

In view of the above considerations it is reasonable to define the curvature matrix Ω =
(Ωij) of a submanifold M ⊂ RN as

Ωij = dωij +
m∑
k=1

ωik ∧ ωkj.

For hypersurface M ⊂ Rm+1, the curvature matrix Ω is then related to the second funda-
mental form by the important relation

Ωij = −ωim+1 ∧ ωm+1j, (1.2.11)

for a M ⊂ R3. This formula follows immediately from the structure equations and the
definition of Ωij. The definition of the curvature matrix will be extended and discussed in
the following subsections.
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Related to (1.2.11) is the concept of Gauss mapping which will be used exensively. Let
M ⊂ Rm+1 be a hypersurface and consider the mapping G : M → Sm given by G(x) =
em+1(x) called the Gauss mapping. Since dem+1 =

∑
ωim+1ei, we easily obtain

G?(dvSm) = ω1m+1 ∧ · · · ∧ ωmm+1 = (−1)m det(H)ω1 ∧ · · · ∧ ωm. (1.2.12)

In following two examples the concepts of metric, curvature etc. are related to their
classical (and maybe more familiar) form for surfaces:

Example 1.2.4 Assume a surface M ⊂ R3 is described parametrically by a map f from
the (u, v)-plane to the (x, y, z)-space, i.e., M is given by (x(u, v), y(u, v), z(u, v)), then from
the prescription in calculus texts for the computation of the arc-length it is evident that the
metric is given by the symmetric positive definite matrix

(Df)′Df =

(
(∂x
∂u

)2 + ( ∂y
∂u

)2 + ( ∂z
∂u

)2 ∂x
∂u

∂x
∂v

+ ∂y
∂u

∂y
∂v

+ ∂z
∂u

∂z
∂v

∂x
∂u

∂x
∂v

+ ∂y
∂u

∂y
∂v

+ ∂z
∂u

∂z
∂v

(∂x
∂v

)2 + (∂y
∂v

)2 + (∂z
∂v

)2

)
where Df is the derivative of f and superscript ′ denotes the transposed matrix. It is
customary to set

E = (
∂x

∂u
)2 + (

∂y

∂u
)2 + (

∂z

∂u
)2; F =

∂x

∂u

∂x

∂v
+
∂y

∂u

∂y

∂v
+
∂z

∂u

∂z

∂v
; G = (

∂x

∂v
)2 + (

∂y

∂v
)2 + (

∂z

∂v
)2.

so that the metric becomes ds2 = Edu2 + 2Fdudv + Gdv2. The unit normal to the surface
M ⊂ R3 is the vector

e3 = (
1

J
det

(
∂y
∂u

∂z
∂u

∂y
∂v

∂z
∂v

)
,
1

J
det

(
∂z
∂u

∂x
∂u

∂z
∂v

∂x
∂v

)
,
1

J
det

(
∂x
∂u

∂y
∂u

∂x
∂v

∂y
∂v

)
).

where J =
√
EG− F 2. Denoting the components of e3 by ξ, η, and ζ respectively, we obtain

L = −∂ξ
∂u

∂x

∂u
− ∂η

∂u

∂y

∂u
− ∂ζ

∂u

∂z

∂u
, M = −∂ξ

∂u

∂x

∂v
− ∂η

∂u

∂y

∂v
− ∂ζ

∂u

∂z

∂v
, N = −∂ξ

∂v

∂x

∂v
− ∂η

∂v

∂y

∂v
− ∂ζ

∂v

∂z

∂v
,

where the expression Ldu2 + 2Mdudv +Ndv2 is the second fundamental form. ♠

Exercise 1.2.2 Show that if a surface is given as z = z(x, y), then the coefficients of the
first and second fundamental form are

E = 1 + p2, F = pq, G = 1 + q2

L = r√
1+p2+q2

, M = s√
1+p2+q2

, N = t√
1+p2+q2
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where p = ∂z
∂x
, q = ∂z

∂y
, r = ∂2z

∂x2 , s = ∂2z
∂x∂y

, and t = ∂2z
∂y2

. The Gauss-Kronecker curvature K
and the mean curvature H are

K =
rt− s2

(1 + p2 + q2)2
, H =

(1 + q2)r − 2pqs+ (1 + p2)t

2(1 + p2 + q2)3/2
.

Deduce that the paraboloid z = x2− y2 and the hyperboloid x2 + y2− z2 = 1 have everywhere
negative curvature, however, the curvature tends to zero as one moves to infinity. (This is
typical in the sense that there are no complete surfaces in R3 with curvature bounded above
by a negative constant.)

Example 1.2.5 Let Γ be a curve in the first quadrant of (x, z)-plane described by (x(t), z(t))
where t is the arc length. Rotating Γ around the z-axis generates a surface of revolution
M ⊂ R3. The Riemannian metric on M is dt2 + x(t)2dθ2 relative to the (t, θ) coordinates
where θ is the angle of rotation. Therefore we set ω1 = dt and ω2 = xdθ. The Levi-Civita
connection and Gaussian curvature of M are easily computed to obtain (see exercise 1.2.1):

ω12 = −dx
dt
dθ, K = −1

x

d2x

dt2
.

Thus the curvature of M depends only on the variable t which reflects its invariance under
rotations around the z-axis. Now if we specify any function of one variable K(t), we can
solve the ordinary differential equation 1

x
d2x
dt2

= −K locally. To make sure that this is the
Gaussian curvature of a surface of revolution we have to demonstrate the existence of a
function z(t) such that (

dx

dt

)2

+

(
dz

dt

)2

= 1, (1.2.13)

so that t becomes arc length along the curve (x(t), z(t)). Locally we can always accomplish
this by making sure that |dx

dt
| < 1, so that in a neighborhood of the initial point we can

set dz
dt

=
√

1−
(
dx
dt

)2
and solve for z(t) to obtain the desired curve. Thus for an arbitrarily

function of one variable we can construct a surface of revolution with the given function
as the Gaussian curvature. In particular, if we set K equal to a positive constant then we
obtain spheres as surfaces of revolution of constant Gaussian curvature K. For K a negative
constant, we can still obtain a local solution in terms of hyperbolic functions. But this
solution cannot be continued to exist for all t since the relation (1.2.13) will be violated.
This is no accident and will be elaborated on later. ♠

Example 1.2.6 Roughly speaking, any differentiable function of one variable is the mean
curvature function of a surface of revolution locally. To make this statement more precise, let
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Γ be the graph of a function y = f(x) of one variable and assume Γ lies in the first quadrant
of the (x, y)-plane. The the portion of the surface M , lying the half plane z > 0, obtained by
rotating Γ around the x-axis is the graph of the function z =

√
f(x)2 − y2. Exercise 1.2.2

provides us with a formula for the mean curvature of M . The formula involves computing
second partial derivatives of the function z with respect to x and y. Since the the surface
M is invariant under rotations in the (y, z)-plane, we can set y = 0 in the expression for the
mean curvature of a surface given in exercise 1.2.2. In fact, we obtain after a straightforward
calculation

f ′′ =
1 + f ′2

f
− 2H

(
1 + f ′2

) 3
2

, (1.2.14)

where the mean curvature H is a function of x (and the sign of H depends of the direction
of the unit normal e3) only. In principle, this differential equation can be solved for any
differentiable function H to obtain a surface of revolution with prescribed mean curvature
function H(x). ♠

Example 1.2.7 Let M ⊂ R3 be a surface. A point x ∈M is called an umbilical point if the
principal curvatures κ1 and κ2 are equal at x. Clearly, every point of the sphere S2 ⊂ R3

is an umbilical point. In this example, we show that there are no umbilical points on the
(standard) torus. Let 0 < r < 1 and consider the circle

Γ : x = 1 + r cos θ, y = r sin θ,

in the xy-plane. Rotating Γ around the y-axis, we obtain the torus M given parametrically
as

(θ, φ) −→ ((1 + r cos θ) cosφ, r sin θ, (1 + r cos θ) sinφ).

The unit tangent vectors

e1 = (− sin θ cosφ, cos θ,− sin θ sinφ), e2 = (− sinφ, 0, cosφ),

give a trivialization of the tangent bundle TM of M . The corresponding basis of 1-forms
are

ω1 = rdθ, ω2 = (1 + r cos θ)dφ

The unit normal is e3 = (cos θ cosφ, sin θ, cos θ sinφ), and so de3 = (dθ)e1 + (cos θdφ)e2.
Consequently,

ω13 =
1

r
ω1, ω23 =

cos θ

1 + r cos θ
ω2.
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Therefore the second fundamental form is diagonalized and the principal curvatures are

κ1 =
1

r
, κ2 =

cos θ

1 + r cos θ
.

Clearly κ1 = κ2 is not possible and there are no umbilical points on the torus. In chapter 6,
we will show that, for topological reasons, the only compact surfaces in R3 with no umbilical
points are tori.

Example 1.2.8 Let M ⊂ R3 be a surface all whose points are umbilics. This means on M
we have

ω31 = aω1, ω32 = aω2,

for a function a on M . It follows that

dω13 = da ∧ ω1 − aω12 ∧ ω2.

Comparing with dω13 = −ω12 ∧ ω23 = −aω12 ∧ ω2, we obtain

da ∧ ω1 = 0, da ∧ ω2 = 0,

where the second identity is obtained by a similar argument. Therefore a is a constant, and
M is a subset of a sphere. To prove the latter assertion, note that from de3 = ω13e1 + ω23e2
it follows that

de3 = −a(ω1e1 + ω2e2) = −adp = d(−ap)

where p denotes a generic point on M . Therefore d(e3 + ap) = 0 and after a translation we
can assume e3 = −ap. Thus if M is defined by an equation F (x1, x2, x3) = 0, then we have

∂F

∂x1

= ρx1,
∂F

∂x2

= ρx2,
∂F

∂x3

= ρx3,

for some function ρ. Computing ∂2F
∂xi∂xj

from the above equations we obtain the system of

linear equations

x1
∂ρ

∂x2

− x2
∂ρ

∂x1

= 0, x2
∂ρ

∂x3

− x3
∂ρ

∂x2

= 0, x3
∂ρ

∂x1

− x1
∂ρ

∂x3

= 0.

Therefore ∂ρ
∂xi

= 0 and ρ is a constant. We easily integrate to obtain

F (x1, x2, x3) = x2
1 + x2

2 + x2
3 − c

proving that M is a subset of a sphere. In particular, a compact surface M ⊂ R3 all whose
points are umbilics is necessarily a sphere. ♠
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Remark 1.2.1 Let M ⊂ R3. We want to derive (a little heuristically) the analogue of the
Euler-Lagrange equations for the critical points of the variation of the element of area for M
in the language of moving frames. Taking exterior derivative of the element of area ω1 ∧ ω2

we obtain

d(ω1 ∧ ω2) = (ω13 ∧ ω2 − ω23 ∧ ω1) ∧ ω3 = (−(A11 + A22)ω1 ∧ ω2) ∧ ω3,

where A = (Aij) is the matrix of the second fundamental form. In order for the variation of
the element of area to be critical, the variation in the normal direction e3, or the coefficient
of ω3, should vanish. Therefore vanishing of the mean curvature 1

2
(H11 + H22) is the Euler-

Lagrange equations for the element of area. For this reason, surfaces with vanishing mean
curvature are called minimal surfaces. More generally, surfaces in RN for which the mean
curvature Hp vanishes for every normal direction ep, are also called minimal surfaces and by
a similar argument the terminology can be justified.

Exercise 1.2.3 With the hypothesis and notation of exercise 1.2.2 show that the element of
area for the surface z = z(x, y) is given by√

1 + p2 + q2dx ∧ dy.

Applying the Euler-Lagrange equation from the Calculus of Variations, deduce that the critical
points for the area of surfaces of a given boundary satisfy (1 + q2)r − 2pqs + (1 + p2)t = 0,
i.e., mean curvature should vanish. (Compare with the preceding remark.)

The following exercise shows that one can obtain a solution to the minimal surface equa-
tion in R3 by separation of variables.

Exercise 1.2.4 Substituting z = f(x) + h(y) in the minimal surface equation (1 + q2)r −
2pqs+ (1 + p2)t = 0, show that it reduces to two ordinary differential equations

f ′′

1 + f ′2
= a = − h′′

1 + h′2
,

where a is a constant and superscript ′ denotes differentiation. For a 6= 0 derive the solution

z = d+
1

a
[log cos(ax+ b) − log cos(ay + c)],

where a 6= 0, b, c and d are arbirary constants, and the domains of x and y are appropriately
restricted. (This surface is called Scherk surface. Surfaces representable as x(u, v) = f1(u)+
H1(v), y(u, v) = f2(u) + H2(v), z(u, v) = f3(u) + H3(v), are called surfaces of translation.)
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Exercise 1.2.5 Consider a surface M ⊂ R3, and let e1, e2, e3 be a moving frame with e3
is normal to the surface M . Writing a generic point of the tube τr(M) of radius r > 0 (r
small) as q = p+ te3 with p ∈M and |t| < r, show that the volume element on τr(M) is

dvτr(M) = (ω1 + tω13) ∧ (ω2 + tω23) ∧ dt.

Deduce that for r > 0 small

vol(τr(M)) = 2rvol(M) +
2

3
r3

∫
M

Kω1 ∧ ω2.

1.2.2 Levi-Civita Connection

The Levi-Civita connection (ωij) for a submanifold M ⊂ RN is an anti-symmetric matrix
with the property dωi +

∑
ωij ∧ ωj = 0 (1.2.1). In general, for 1-forms θ1, · · · , θm spanning

the cotangent spaces to M , we can only assert the existence of a matrix of 1-forms (θij) such
that dθi +

∑
θij ∧ θj = 0. A remarkable consequence of an inner product on RN was that if

we set θi = ωi then the matrix (θij) can be replaced by the anti-symmetric matrix (ωij), i.e.,
a matrix of 1-forms taking values in the Lie algebra of SO(m). The following proposition
shows that the existence of a Riemanniann metric on M (and not an embedding) is all
that is needed to ensure the existence and uniqueness of the matrix (ωij) with the required
properties2:

Proposition 1.2.1 Let ω1, · · · , ωm be a basis of one forms reducing the Riemannian metric
to the identity matrix, i.e., ds2 =

∑
i ω

2
i . Then there is a unique skew-symmetric matrix

ω = (ωij) (called the Levi-Civita connection for the given Riemannian metric) such that

dωi +
∑
j

ωij ∧ ωj = 0.

Proof - We have

dωi =
∑
j,k

aijkωj ∧ ωk,

where the coefficients aijk satisfy the anti-symmetry condition

aijk + aikj = 0.

2The remarkable property of the Levi-Civita connection becomes more evident when one studies geometric
structures corresponding subgroups other than the orthogonal groups.
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Since ajki + akji is symmetric in the indices (j, k), we have∑
j,k

ωj ∧ (ajki + akji)ωk = 0,

and consequently

dωi =
∑
j,k

ωj ∧ (aijk + ajki + akji)ωk.

Now set

ωij =
∑
k

(aijk + ajki + akji)ωk

which satisfies the requirements of the proposition. To prove uniqueness, let (ω′ij) be another
such matrix, and set θij = ωij − ω′ij. Applying Cartan’s lemma to

∑
ωi ∧ θij = 0, we obtain

θij =
∑
k

bkijωk, bkij = bikj.

On the other hand by anti-symmetry of θij, we have bkij = −bkji. It follows easily that
bijl = 0 thus completing the proof of the proposition. ♣

Exercise 1.2.6 For the metric ds2 in the diagonal form ds2 =
∑

i giidx
2
i , show that the

Levi-Civita connection is given by

ωij =
1

√
gjj

∂ log
√
gii

∂xj
ωi −

1
√
gii

∂ log
√
gjj

∂xi
ωj,

where ωi =
√
giidxi.

The connection ω enables us to differentiate vector fields. More precisely, let e1, · · · , em
be an orthonormal frame on the Riemannian manifold M , and (ωij) be the Levi-Civita
connection for the Riemannian metric g. Define

∇ei =
∑
j

ωjiej, (1.2.15)

and we extend ∇ to a vector field ξ =
∑

i biei by

∇
∑
i

biei =
∑
ij

ωjibiej +
∑
i

dbiei. (1.2.16)
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The quantity ∇ξ is called the covariant derivative of the vector field ξ. For a vector field η

∇ηξ =
∑
ij

ωji(η)biej +
∑
i

dbi(η)ei,

is the covariant derivative of ξ in the direction η. It is not difficult to verify that ∇ηξ and
∇ξ are independent of the choice of orthonormal frame e1, · · · , em.

Another very useful operation on tensor is contraction. For every pair (i, j), with 1 ≤
i ≤ m and 1 ≤ j ≤ n the contraction operator

Cij : V ⊗ · · · ⊗ V︸ ︷︷ ︸
m times

⊗V ? ⊗ · · · ⊗ V ?︸ ︷︷ ︸
n times

−→ V ⊗ · · · ⊗ V︸ ︷︷ ︸
m−1 times

⊗V ? ⊗ · · · ⊗ V ?︸ ︷︷ ︸
n−1 times

is defined by

Cij(v1 ⊗ · · · ⊗ vm ⊗ ξ1 ⊗ · · · ⊗ ξn) = ξj(vi)v1 ⊗ · · · ⊗ v̂i ⊗ · · · ⊗ vm ⊗ ξ1 ⊗ · · · ⊗ ξ̂j ⊗ · · · ⊗ ξn,

where v̂i means vi is omitted.
We now can extend covariant differentiation to a derivation on the space of tensors by

the requirements

1. ∇f = df for a smooth function f ;

2. ∇ commutes with contractions.

An immediate consequence is

0 = dg(ei, ej) = ∇(g)(ei, ej) + g(∇(ei), ej) + g(ei,∇(ej)) = ∇(g)(ei, ej) + ωji + ωij = ∇(g)(ei, ej).

Therefore

∇g = 0, or equivalently dg(ξ, ζ)(η) = g(∇ηξ, ζ) + g(ξ,∇ηζ). (1.2.17)

This equation expresses a fundamental property of the Levi-Civita connection.

Remark 1.2.2 We have followed the mathematical tradition of only considering Rieman-
nian rather than indefinite metrics by which we mean the condition of positive definiteness
of the symmetric matrix g = (gij) is replaced by that of nondegeneracy. We shall see in
subsections on spaces of constant curvature and homogeneous spaces that indefinite metrics,
besides being of intrinsic interest in physics, are useful in understanding the behavior of Rie-
mannian metrics. For an indefinite metric ds2 with r positive and m−r negative eigenvalues
we consider frames (also call them orthonormal) with the property

ds2(ei, ej) = ±δij,
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where + or − sign is chosen according as i ≤ r or r + 1 ≤ i ≤ m. The definition of
Levi-Civita connection ωij is the same except that instead of skew symmetry we require
(ωij)J + J(ωij) = 0 where J is the diagonal matrix whose first r diagonal entries are 1, and
the remaining diagonal entries are −1. In other words (ωij) takes values in the Lie algebra
of the orthogonal group of J . The existence and uniqueness of the Levi-Civita connection is
the same as in the Riemannian case. ♥

1.2.3 Parallel Translation and the Gauss-Bonnet Theorem

The notion of parallel translation plays a fundamental role in differential geometry. Let M be
a Riemannian manifold with the Levi-Civita connection (ωij), γ : I →M a curve in M and
assume that γ is parametrized by its arc-length, so that the tangent vectors γ̇(t) = Dγ(t)(1)
have length 1. Consider the system of ordinary differential equations

γ?(ωij)(t)(1) = ωij(γ̇(t)) = 0. (1.2.18)

What this system specifies is how the frame {e1, · · · , em} should be chosen so that the
connection form (ωij) vanishes along γ when evaluated on the tangents to γ. Recall that
by a gauge transformation we can make the Levi-Civita connection vanish at one point.
The differential equations of parallel translation describe a frame along a curve relative to
which the Levi-Civita connection vanishes when evaluated on the tangent field to the curve.
This is really the best one can do in general to simplify the expression for the Levi-Civita
connection. The precise geometric meaning of parallel translation in the context of surfaces
in R3 and its relationship to parallel translation in the Euclidean plane is explained in the
subsection Flat Surfaces and Parallel Translation below. This condition is independent of
the parametrization of γ. Once the frame is specified at a point, say x = γ(0) ∈M , then the
ordinary differential equations (1.2.18) completely determine it along the curve γ. Let the
frame {e1, · · · , em} be so determined along γ. Let f1, · · · , fm be another frame which differs
from e1, · · · , em by a gauge transformation A. From the transformation formula (1.2.2) it
follows that f1, · · · , fm is parallel along γ if and only if A−1dA(γ̇) vanishes. This means
that the gauge transformation A is constant along γ. A vector field ξ =

∑
i ξiei along γ is

parallel if the coefficients ξi are constants along γ where we are assuming that e1, · · · , em is
parallel along γ. This condition is equivalent to ∇γ̇ξ = 0. We say a curve γ is a geodesic if
∇γ̇ γ̇ = 0. The condition of geodesy implies that g(γ̇, γ̇) is constant along γ which implies
that a geodesic is necessarily parametrized by a multiple of arc-length (with arbitrary initial
point).

For a surface M , we can give a simple geometric interpretation to ω12(γ̇(t)). Let γ be a
curve parametrized by its arc length s, and assume the frame e1, e2 is such that e1 is tangent
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to γ. We want to choose a new frame f1, f2 such that if ω′12 denotes the connection form
relative to f1, f2, then ω′12(γ̇(s)) = 0. Let ω12 denote the connection form relative to e1, e2.
Then along γ we can write ω12 = α(s)ds, i.e., ω12(γ̇(s)) = α(s). Denote by φ the angle
between the tangent to γ and the vector f1. Then from (1.2.2) and the requirement on the
frame f we see that dφ− α(s)ds = 0. Therefore the rate dφ/ds of the rotation of the angle
φ is given by ω12(γ̇(s)), and we have∫

γ

ω12(γ̇(t)) =

∫
γ

dφ. (1.2.19)

The right hand side of (1.2.19) is simply the total angle through which the tangent vector to
γ rotates through relative to f1 as one traverses the curve. This interpretation has significant
implications as will be shown momentarily.

As an application of the concept of parallel translation, we discuss the Gauss-Bonnet
theorem for surfaces3. Let M be a surface with a Riemannian metric ds2, and ∆ ⊂ M an
open relatively compact subset with connected boundary consisting of finitely many smooth
curves. We think of ∆ as a polygon but the the boundary curves need not be geodesic
segments. Let γ1, · · · , γn be the smooth boundary curves of ∆ ordered according to their
indices so that γi intersects γi+1 at the vertex vi of ∆ and γn intersects γ1 at the vertex vn.
Denote the exterior angle between γi and γi+1 by αi (the exterior angle between γn and γ1

is denoted by αn.) Applying Stokes’ theorem and using dω12 +Kω1 ∧ ω2 = 0 we obtain∫
∆

Kω1 ∧ ω2 = −
∫
∂∆

ω12 (1.2.20)

To correctly understand the meaning of the right hand side of (1.2.20) let us assume that on
∂∆ and in the complement of its vertices e1 is tangent to the boundary curve and e2 points
to the interior of ∆ (see also remark 1.2.3 below). Then to evaluate the right hand side of
(1.2.20), we recall that

∫
γi
ω12 measures the rotation of the tangent vector to γi relative to

a parallel vector field f1 along γi as one traverses the curve (see 1.2.19). To understand this
better first consider the case where the boundary curves γi are geodesics. Then ω12(γ̇i) = 0,
and the contributions to the integral come from the rotation of the tangent vector to the
terminal point of γi to the tangent vector to the initial point of γi+1, i.e., αi. Therefore, if
∂∆ consists of (broken) geodesics, (1.2.20) can be written in the form∫

∆

Kω1 ∧ ω2 = 2π −
∑
i

αi. (1.2.21)

3The version of the Gauss-Bonnet theorem for surfaces as we know it today, appears to be substanially
due to Blaschke.



230 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

Notice that in the plane γi’s are straight line segments and
∑

i αi = 2π, however, for a
general surface

∑
i αi 6= 2π. In fact, the deviation 2π −

∑
αi is accurately measured by the

the integral of the Gaussian curvature according to (1.2.21). Clearly if the boundary curves
are not geodesics, then (1.2.21) should be modified as follows:∫

∆

Kω1 ∧ ω2 = 2π −
∑
i

αi −
∑
i

∫
γi

ω12(γ̇i(t)). (1.2.22)

We can rephrase the derivation of the right hand side of of (1.2.22) by saying that
∫
∂∆
ω12

consists of two kinds of contributions, namely, the individual contributions of the smooth
curves γi and the exterior angles which reflect the discontinuities in the tangent vector field
to the boundary. The quantity ω12(γ̇(t)) is called the geodesic curvature of γ, and 2π−

∑
i αi

the excess of the sum of exterior angles. Formulae (1.2.21) and (1.2.22) are versions of the
Gauss-Bonnet theorem which we summarize as a proposition for future reference:

Proposition 1.2.2 (Gauss-Bonnet) Let ∆ ⊂ M be an open relatively compact subset with
connected boundary consisting of finitely many smooth curves and exterior angles αi as de-
scribed above. If the boundary curves are geodesics then (1.2.21) expresses the excess of the
exterior angles of ∆ as an integral of the Gaussian curvature K. If the boundary curves are
not necessarily geodesic segments, then (1.2.21) should be replaced by (1.2.22).

Remark 1.2.3 Note that in the above discussion we intuitively thought of ∆ as a polygonal
region in R2 where R2 is given a Riemannian metric ds2. It is instructive to examine this
point a little closely. Assume for example that γ is a small circle of (Euclidean) radius
sinα > 0, α small, of the unit sphere S2. Then γ disconnects S2 into two parts ∆1 (the
small part) and ∆2 (the big part). In the application of (1.2.22) we have an ambiguity as to
∆ being ∆1 or ∆2. Equation (1.2.22) gives in the case of ∆1 (with e1, e2 positively oriented
and e2 pointing to the interior of ∆1)∫

∆1

Kω1 ∧ ω2 = 2π −
∫
γ

ω12(γ̇(t)).

In exercise 1.2.8 below it is shown that∫
γ

ω12(γ̇(t)) = 2π cosα.

Thus as α → 0 we obtain the obvious relation
∫
Kω1 ∧ ω2 = 0. On the other hand, the

application of Stokes’theorem to ∆2 gives∫
∆2

Kω1 ∧ ω2 = 2π + 2π cosα.
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Therefore if α→ 0 then we get
∫
Kω1∧ω2 = 4π which is of course valid. We can do a similar

thing on any compact orientable surface M with a Riemannian metric, by taking a small
simple closed curve γ disconnecting M into a small part ∆1 and a big part ∆2. Applying
(1.2.22) to the small part and shrinking γ to a point we obtain the trivial relation 0 = 0. On
the other hand, if we apply it to the big part we obtain a possibly non-zero quantity. The
meaning of this quantity will be discussed in detail in the next chapter after the introduction
of homology. ♥

Exercise 1.2.7 Consider the upper half plane H = {z = x + iy ∈ C|y > 0} with the
Riemannian metric

ds2 =
dx2 + dy2

y2
.

Prove that the curvature of the hyperbolic plane is -1, and consequently the sum of the angles
of a geodesic triangle is less than π. (H with this metric is called the hyperbolic or Poincaré
plane. See also subsection Spaces of Constant Curvature below.)

Exercise 1.2.8 Let C be a (Euclidean) circle of radius 0 < sinα < 1 on the unit sphere S2,
and e1, e2 be an orthonormal frame at p ∈ C ⊂ S2. Parallel translate e1, e2 along C. Show
that upon first return to the initial point p, the new frame makes an angle of 2π cosα radians
with original frame.

1.2.4 Geodesics

We noted earlier that parallel translation is specified by the system of ordinary differential
equations (1.2.18). To understand this better for geodesics, we work in an open subset of
U ⊂ Rm with a fixed Riemannian metric g and denote the Levi-Civita connection by (ωij).
Let e1, · · · , em be an orthonormal moving frame on U and ε1, · · · , εm be the standard basis
for Rm. Then we have

εj =
∑
i

βijei.

Let γ(t) = (x1(t), · · · , xm(t)), 0 ≤ t ≤ 1 be a curve in U , then

γ̇(t) = (
dx1

dt
, · · · , dxm

dt
) =

∑
i,j

dxj
dt
βij(t)ei.
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Noting that (βij) is an invertible matrix, we easily see that the condition for being a geodesic,
i.e. ∇γ̇ γ̇ = 0, becomes a system of second order nonlinear ordinary differential equations:

d2xi
dt2

+ Φi(x,
dx1

dt
, · · · , dxm

dt
) = 0. (1.2.23)

Here Φi are locally defined functions. Note the variable t does not explicitly appear in
Φ’s. At the end of this subsection we explicitly exhibit the system of ordinary differential
equations characterising geodesics. From the existence and uniqueness theorem for ordinary
differential equations we immediately obtain

Corollary 1.2.1 Let M be a Riemannian manifold, p ∈M and ξp ∈ TpM . Then there is a
unique geodesic γ = γp,ξp : (−ε, ε) →M with γ(0) = p and γ̇(0) = ξp.

The corollary enables us to define the exponential map, Expp : TpM →M as Expp(ξp) =
γp,ξp(1). Of course there is no reason why γp,ξp(1) should even be defined since, for example,
by taking a point out of a manifold many geodesics will terminate after finite time. It is a
simple matter to see that

DExpp(0) = Identity

and therefore Expp is a diffeomorphism of a neighborhood of 0 ∈ TpM onto a neighborhood
of p in M . Let Bp(r) ⊂ TpM be the ball of radius r > 0 and Bp(r) = Expp(Bp(r)). We set
Sp(r) = ∂Bp(r) = Expp(Sp(r)) where Sp(r) = ∂Bp(r). Note that the length of a geodesic
joining p to a point on Sp(r) is r.

Example 1.2.9 Let M be a Riemannian manifold and τ : M → M be an isometry of M ,
i.e., τ ?(ds2) = ds2 or the Riemannian metric is invariant under τ . Assume M τ = {p ∈
M |τ(p) = p} is a submanifold. Let p ∈M τ and ξ ∈ TpM τ , then the geodesic in M given by
Expp(tξ) remains in M τ , since otherwise using τ we obtain two geodesics in M with the same
initial point and tangent vector. Applying this observation to the sphere Sm ⊂ Rm+1 and
allowing τ to be reflections relative to the coordinate hyperplanes, we see that great circles
are geodesics on the sphere. Similarly, the intersections of the ellipsoid or more generally
the locus defined by

x2
1

a1

+
x2

2

a2

+
x2

3

a3

= 1

with the coordinate hyperplanes are geodesics. In this way we obtain three closed on the
ellipsoid. Obviously similar considerations apply to ellipsoids in higher dimensions. In the
subsection on quadrics, we shall see that there is in fact a continuum of closed geodesics on
the ellipsoid. In the case of the sphere Sm, invariance of the metric under SO(m + 1) and
the uniqueness property of corollary 1.2.1 imply that all geodesics are great circles. ♠
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It is sometimes useful to make use of the notion of partial parallel translation which is
defined as follows: Let ψ be a function on U ⊂M so that Mc : ψ = c is a hypersurface. Let
γ be a curve in U and e1, e2, · · · , em a moving frame such that e2, · · · , em are tangent to the
hypersurfaces Mc. Let A be a gauge transformation given by the proper orthogonal matrix

1 0 · · · 0
0 a22 · · · a2m
...

...
. . .

...
0 am2 · · · amm


relative to the frame e1, e2, · · · , em where aij’s are functions on U . Let (ωij) denote the
connection form relative to the moving frame e1, A(e2), · · · , A(em). Then the system of
ordinary differential equations

ωij(γ̇(t)) = 0, for 2 ≤ i, j ≤ m

can be solved for A along γ. This means that we can choose A such that A(e2), · · · , A(em)
remain tangent Mc and the coefficients ωij(γ̇(t)) for 2 ≤ i, j ≤ m vanish along γ.

Trying to understand the behavior of geodesics on a Riemannian manifold by directly
solving the ordinary differential equations (1.2.23) is generally an exercise in futility. One
should employ more clever ideas in recognizing and investigating geodesics. To this end we
begin with the following observation: Assume that the metric has the form

ds2 = g11dx
2
1 +

m∑
i,j=2

gijdxidxj. (1.2.24)

Here gij’s are functions of x1, x2, · · · , xm. Then the curves Γγ : x2 = γ2, · · · , xm = γm, are
orthogonal to the hypersurfaces Mc : x1 = c. Let e1, · · · , em be a moving frame such that
e1 is the unit tangent vector field to the curves Γγ. Then ω1 =

√
g11dx1, where ω1, · · · , ωm

is the dual coframe. We furthermore assume that along each Γγ the frame e1, e2, · · · , em is
given by partial parallel translation along Γγ so that ωij(e1) = 0 for 2 ≤ i, j ≤ m.

Lemma 1.2.2 With the above notation and hypotheses on the metric (1.2.24) and the
coframe ω1, · · · , ωm, there is a non-singular matrix (cik)i,k=2,··· ,m of functions such that

ω1k = (
m∑
i=2

cki
∂ log g11

∂xi
)ω1 + fk2ω2 + · · ·+ fkmωm,

for some functions fjk.
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Proof - We have

dω1 =
m∑
j=2

1
√
g11

∂
√
g11

∂xj
dxj ∧ ω1. (1.2.25)

There is a non-singular (m− 1)× (m− 1) matrix (qjk)j,k=2,··· ,m such that

dxj =
m∑
k=2

qkjωk.

Substituting in (1.2.25) and using the relation dωi +
∑
ωij ∧ ωj = 0, we see that ω1k is of

the required form. ♣

Proposition 1.2.3 Let M be a Riemannian manifold with metric ds2 of the form (1.2.24).
Then the orthogonal trajectories to the hypersurfaces x1 = c are geodesics, after possibly
reparametrizing by arc-length, if and only if g11 is a function of x1 only.

Proof - Since 2 ≤ i, j ≤ m, ωij(e1) = 0, it follows from lemma 1.2.2 that the curves Γγ are
geodesics (after reparametrization by arc-length), i.e., ωij(e1) = 0, if and only if g11 depends
only on x1. ♣

Exercise 1.2.9 Let Γ be a curve in the xz-plane described by (x(s), z(s)) where s is the arc
length. Rotating Γ around the z-axis gives a surface of revolution S in R3. Show that the
metric on S is given by ds2 +x2dθ2 with respect to the coordinates (s, θ) where θ is the angle
of revolution, and deduce that the curves θ = c are geodesics for this metric.

Exercise 1.2.10 Consider the upper half space {x = (x1, · · · , xm) ∈ Rm|xm > 0} with the
Riemannian metric ds2 = g(xm)(dx2

1+ · · ·+dx2
m) where g(xm) > 0. Show that the orthogonal

trajectories to xm = const., that is, the lines x1 = c1, · · · , xm−1 = cm−1 are geodesics after
parametrization by arc-length.

Exercise 1.2.11 Consider a disc D ⊂ Rm centered at the origin with a spherically sym-
metric metric ds2 = g(r)(dx2

1 + · · · + dx2
m) where r2 = x2

1 + · · · + x2
m and g(r) > 0. Let

ϕ1, · · · , ϕm−1 be polar coordinates on Sr = {x ∈ D|x2
1 + · · · + x2

m = r2} for each r > 0.
Show that the straight lines through the origin, i.e., the lines ϕ1 = c1, · · · , ϕm−1 = cm−1, are
geodesics up to reparametrization.

To make the above observation more useful we proceed as follows: Let ψ be a smooth
function on U ⊆M where M is a Riemannian manifold. Assume that the subsets defined by
Mc : ψ(x) = c are submanifolds of codimension one. We want to investigate the condition
for the local existence of functions ψ2, · · · , ψm such that
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1. The subsets defined by Γγ : ψ2 = γ2, · · · , ψm = γm are the orthogonal trajectories to
the submanifolds Mc;

2. Γγ’s are geodesics after reparametrization by arc-length;

3. dψ ∧ dψ2 ∧ · · · ∧ dψm 6= 0, i.e., ψ, ψ2, · · · , ψm is a coordinate system.

Let Ψ = ( ∂ψ
∂x1
, · · · , ∂ψ

∂xm
) where x1, · · · , xm are coordinate functions on U . Let g = (gij) be

the matrix representation of the metric ds2 relative to the coordinates x1, · · · , xm. We show

Lemma 1.2.3 With the above notation, a necessary and sufficient condition for the exis-
tence of functions ψ2, · · · , ψm satisfying conditions 1, 2 and 3 is

• Ψg−1Ψ′ is expressible as a function of ψ only4,

where superscript ′ denotes transpose.

Proof - First we show the necessity. Let h = (hij) denote the the transformed metric relative
to the coordinate system ψ, ψ2, · · · , ψm. Since the orthogonal trajectories ψ2 = γ2, · · · , ψm =
γm are geodesics (after reparametrization) the metric h = (hij) has the property

1. h11 is a function of ψ only;

2. h1i = hi1 = 0.

It follows from the transformation property of the metric that the 11-entry of the symmetric
matrix h = A−1gA′−1 is expressible as function of only ψ and its 1i entries vanish for i > 1.
Here A denotes the matrix

A =


∂ψ
∂x1

∂ψ2

∂x1
· · · ∂ψm

∂x1
∂ψ
∂x2

∂ψ2

∂x2
· · · ∂ψm

∂x2
...

...
. . .

...
∂ψ
∂xm

∂ψ2

∂xm
· · · ∂ψm

∂xm

 .

Taking inverse of A−1gA′−1 we obtain the necessity. To prove sufficiency let ψ2, · · · , ψm be
a coordinate system on Mc (c fixed). We want to transport this coordinate system to Mb for

4In other words, ||gradψ|| is constant on each hypersurface ψ = c in which case Γγ ’s are the trajectories
of the vector field gradψ. This formulation of the geodesic equations is the Hamilton-Jacobi view point
which was introduced in the subsection on symplectic and contact structures in chapter 1. We prove the
validity of this formulation directly here. A reason for usefulness of the Hamilton-Jacobi formulation is that
the parametrization by arc-length, which is incorporated in the ordinary differential equations describing
geodesics, is removed here.
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all b in a neighborhood of c ∈ R such that conditions 1, 2 and 3 are satisfied. We use the
flow ϕt of grad(ψ) (which is orthogonal to the submanifolds Mb) to transport the coordinate
functions ψ2, · · · , ψm and show that the condition • ensures that ψ(ϕt(x)) depends only on
t (and c) but not on x ∈Mc, i.e. ϕt maps Mc to Mb. This will prove the required sufficiency.
Recall from chapter 1, example 1.8 that the vector field grad(ψ) is expressible as the system
of ordinary differential equations

dxi
dt

=
∑

g̃ij
∂ψ

∂xj
, i = 1, · · · ,m,

where g̃ = g−1. Therefore, by •,

dψ

dt
=
∑
j

∂ψ

∂xj

dxj
dt

=
∑
j,k

∂ψ

∂xj
g̃jk

∂ψ

∂xk
= f(ψ).

Now dψ
dt

= f(ψ) is a first order ordinary differential equation on the line which implies that
ψ(ϕt(x)) depends only on t (and c) but not on x ∈Mc as required. ♣

We can now complete the local picture for geodesics on a surface of revolution which we
only partially discussed in exercise 1.2.9.

Exercise 1.2.12 With notation of exercise 11, let ψ(s, θ) be a function on the surface of
revolution S ⊂ R3. Show that orthogonal trajectories to ψ(s, θ) = c are geodesics after
reparametrization if and only if

(
∂ψ

∂s
)2 +

1

x(s)2
(
∂ψ

∂θ
)2 = F (ψ),

where F is a function of one variable. Setting F (ψ) = ψ2 and separating variables by setting
ψ(s, theta) = ψ1(s)ψ2(θ) and F (ψ) = ψ2 prove that the condition • becomes

(
d

ds
logψ1(s))

2 +
1

x(s)2
(
d

dθ
logψ2(θ))

2 = 1.

Show that this differential equation can be explicitly integrated by for example setting ψ2(θ) =
eaθ to obtain geodesics on a surface of revolution.

A particularly important application of the criterion • is

Example 1.2.10 Fix a point p ∈ M and let r(x) be the distance of x from p, i.e. the
length of the shortest geodesic γx joining p to x. Define the function E in a neighborhood
of p as E(x) = 1

2
r(x)2. We want to verify condition • for the function E. Let e1, · · · , em be
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a moving frame with e1 the tangent vector field to γ which we assume is parametrized by
arc-length. Let ω1, · · · , ωm be the dual coframe as usual. Set dE =

∑
Eiωi, then

1

2
r(x)2 =

∫
γ

dE =

∫ r(x)

0

E1(γ(t))dt.

It follows that E1(x) = r(x) and consequently grad(E) = r(x)e1. Therefore dE(grad(E)) =
2E and condition • is verified. This implies that there are functions ψ2, · · · , ψm on the
hypersurfaces Mc : E(x) = c such that the Riemannian metric on M takes the form

ds2 =
1

2E
(dE)2 +

m∑
i,j=2

Hijdψidψj.

Equivalently, one can express E in terms of r to obtain the following which maybe regarded
as the polar coordinate expression for the Riemannian metric:

ds2 = dr2 +
m∑

i,j=2

Hijdψidψj. (1.2.26)

We have shown that every Riemannian metric can be locally put in the form (1.2.24) with
g11 depending only on x1, in fact the constant 1. Both functions E and r are important in
Riemannian geometry. We could have used only the function r in this example in which case
dr =

∑
riωi and r1 = 1, ri = 0 for i > 1 relative to the above choice of (co)frame. This

expression for dr is a version of the First Variation Formula. ♠

It is now trivial to prove the local length minimizing property of geodesics. In fact, we
may assume the metric is of the form (1.2.24) with g11 depending only on x1. Then if γ is a
curve along the x1 parameter curve joining p = (c1, c2, · · · , cm) to q = (c′1, c2, · · · , cm) and δ
is any other curve joining p to q, then∫ √

ds2(γ̇, γ̇)dt =

∫
√
g11|

dx1

dt
|dt ≥

∫ √
ds2(δ̇, δ̇)dt.

The same argument applies to
∫
E(γ̇) so that geodesics are also the critical points of the

Energy Functional
∫
E(γ̇). A consequence of the above considerations is

Exercise 1.2.13 The geodesics emanating from p intersect Sp(r) orthogonally for r > 0
small. (This is sometimes called Gauss Lemma).
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Example 1.2.11 Let M be a surface of negative curvature. By example 1.2.10 we may
assume the metric has the form ds2 = dr2 +G2(r, θ)dθ2 where G(r, θ) ≥ 0 in a neighborhood
U of x ∈M . We want to compare non-Euclidean distances of points in U with with those in
TxM ' R2. It is no loss of generality to assume that the restriction of the Riemannian metric
to TxM is the standard inner product on R2. Furthermore, by continuity, the area of a small
ball of radius r > 0 around x ∈ M tends to πr2 as r → 0. Therefore G(r, θ) = r + O(r2) as
r → 0 by Taylor expansion, and

lim
r→0

G(r, θ)

r
= lim

r→0

∂G

∂r
= 1.

Now K = − 1
G
∂2G
∂r2

< 0 which implies ∂G
∂r

is increasing along each ray, and consequently
G(r, θ) ≥ r. The Euclidean metric on R2 in polar coordinates is dr2 + r2dθ2 which we can
now compare to ds2 = dr2 + G2(r, θ)dθ2. It follows that if P and Q are points near x ∈ M
with coordinates (r1, θ1) and (r2, θ2), then

d(P,Q) ≥
√
r2
1 + r2

2 − 2r1r2 cos(θ2 − θ1). (1.2.27)

This expresses the important geometric fact that on surfaces of negative curvature, geodesics
locally diverge. This divergence property holds in any neighborhood U of x ∈M where the
representation of the metric as ds2 = dr2 +G2(r, θ)dθ2 is valid and there is a geodesic joining
P to Q in U and realizing d(P,Q). An equivalent way of stating the divergence property
(1.2.27) is the following inequality which replaces the law of cosines in plane geometry:

c2 ≥ a2 + b2 − 2ab cosC, (1.2.28)

where a, b and c are the lengths of the sides of a geodesic triangle with the vertices A, B
and C. ♠

Example 1.2.12 We discuss a useful variation of example 1.2.11. We may assume the
metric, in a small ball U centered at x ∈ M , has the form ds2 = dr2 + G2(r, θ)dθ2 where
G(r, θ) ≥ 0, and G(r, θ) = r + O(r2). Then the rays through the origin (i.e., defined by
θ = constant) are geodesics and let γ1, γ2 be two rays intersecting at an angle 0 < φ < π at
the origin. Let pi be the point along γi a distance δ from the origin. Then comparing the
the metric ds2 = dr2 + G2(r, θ)dθ2 with the Euclidean metric ds2 = dr2 + r2dθ2 we deduce
that the length of the (Euclidean) line segment joining p1 to p2 is

2δ
√

1− ε+O(δ2),
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where 0 < ε < 1 depends on the angle φ. It follows that the distance between p1, p2 satisfies
the strict inequality

d(p1, p2) < 2δ, (1.2.29)

for δ > 0 sufficiently small. ♠

An examination of the argument in example 1.2.11 shows

Exercise 1.2.14 For a surface M of positive curvature, the reverse of the inequality (1.2.28)
is valid, i.e., c2 ≤ a2 + b2 − 2ab cosC.

Exercise 1.2.15 Show that the curvature of a surface determines the metric locally. Let M
be a surface with the metric ds2 = (a(t)+b(t)u)2dt2 +du2 relative to (t, u) coordinates. Show
that M is flat. Describe explicitly (by integrations and other change of variables) how by a
diffeomorphism the metric can be put in the Euclidean form dx2 + dy2.

Let M be a Riemannian manifold and p, q ∈ M . We define the distance between p and
q as

d(p, q) = inf
δ
L(δ),

where δ : [0, 1] → M is a piece-wise C1 path with δ(0) = p and δ(1) = q, and inf is taken
over all such paths. It is easy to show that (M,d) is a metric space. In general, one cannot
assert that inf can be replaced by min since by taking a point out of the plane we see that
there are many pairs of points which cannot be connected by a straight line. To get around
such anomalies, we introduce the notion of a complete Riemannian manifold. We say M
is complete if every geodesic γ is defined for all parameter values t ∈ R (t arc length). We
have to see how this notion of completeness is related to the completeness of the metric
space (M,d), and whether for complete Riemannian manifolds, the inf can be realized by a
geodesic. The answer to these questions is given by

Proposition 1.2.4 (Hopf-Rinow) For a complete Riemannian manifold M , and p, q ∈ M
there is a geodesic (not necessarily unique) γ : [0, 1] → M connecting p and q and of length
d(p, q). The Riemannian manifold M is complete if and only if (M,d) is complete as a
metric space.

Proof - Assume every geodesic can be continued indefinitely. Let d(p, q) = r. From the
locally length minimizing property of geodesics it follows that for ε > 0 sufficiently small,
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there is x ∈ Sp(ε) (sphere of radius ε > 0 centered at p) such that d(x, q) = r − ε. Let γ be
the geodesic starting at p and going through x. Let T be defined by

T = {t|d(γ(t), q) = r − t, 0 ≤ t ≤ r}

It is trivial that T is a non-empty closed subinterval [0, t◦] ⊆ [0, r]. We want to show
T = [0, r]; so assume t◦ < r. Consider Sγ(t◦)(δ) where δ > 0 is small. Then there is
z ∈ Sγ(t◦)(δ) such that d(z, q) = r − t◦ − δ, and γ′ be the geodesic joining γ(t◦) to z. In
view of the strict inequality (1.2.29) the distance between γ(t◦ − δ) and z = γ′(δ) is strictly
less than 2δ which implies d(p, q) < r contradicting the hypothesis. Therefore z lies on
the continuation of the geodesic γ and T = [0, r] proving that there is a geodesic of length
d(p, q) = r joining p to q. Assuming every geodesic can be continued indefinitely, we show
that M is a complete as a metric space. Let x◦, x1, x2, · · · be a Cauchy sequence and let
γj be the geodesic joining x◦ to xj. For fixed ε > 0 (small number) the sequence of points
yj = γj(ε) has a convergent subsequence and by passing to a subsequence we can assume
yj → y. Let γ be the geodesic joining x◦ to y, then it easily verified that xj converge to a
point on γ. Conversely, assume M is complete as a metric space. Let γ be a geodesic and
assume γ(t) is defined for t < t◦ but γ(t◦) is not defined. Let tj → t◦. Then the Cauchy
sequence xj = γ(tj) will not converge. ♣

In view of proposition 1.2.4, the the usage of complete for two a priori different concepts
will not cause any confusion.

Remark 1.2.4 A related property of Riemannian manifolds is that every point p has a
geodesically convex neighborhood Up (in fact of the form Sp(ε)). This means that for every
pair of points x, y ∈ Up there is a unique geodesic segment γ of minimal length joining x
to y and it necessarily lies entirely within Up. This property will be useful, for example, in
connection with de Rham cohomology. The method of proof is not related to the techniques
emphasized in this book and is therefore omitted (see [Wh]). ♥

Exercise 1.2.16 Let z1, · · · , zn ∈ C and consider the metric

ds2 =
1∏

|z − zi|2
dzdz̄

on M = C \ {z1, · · · , zn}. Show that ds2 is a metric of negative curvature on M . Is this
metric complete?

To derive the explicit form of the differential equations describing geodesics, it is conve-
nient to work in the framework of symplectic geometry. For a manifoldM with a Riemannian
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metric ds2, the symplectic structure on T ?M can be transported to TM by invoking the
isomorphism T ?

xM
∼→ TxM induced by ds2. More precisely, the linear functions θi are trans-

ported to the tangent space TxM to obtain φi =
∑

j gijθj. Now set ε̃ =
∑

i φidxi, then the
symplectic form on the tangent bundle is

ω̃ = −dε̃ =
∑
i

dxi ∧ dφi. (1.2.30)

The system of ordinary differential equations characterizing geodesics on a Riemannian man-
ifold M can be studied in the framework of symplectic geometry. In the context of chapter
1 §3.5(???) we want to show that this system is of the form (??) relative to the symplectic
structure on the tangent bundle of M . This description of geodesics will facilitate their study.
To express the equations of geodesics as a Hamiltonian system on the tangent bundle we
follow the procedure familiar from classical mechanics. Consider the function E : TM → R
defined by 2E(ξx) = ds2(ξx, ξx), where ξx ∈ TxM . Let L = ε̃ − Edt, and note that substi-
tuting ξi = dxi

dt
in L we obtain L = E for a curve described by γ(t) = (x1(t), · · · , xn(t)).

Therefore geodesics are critical points (i.e., curves γ(t)) of the functional
∫
L. By the stan-

dard procedure of Calculus of Variations, we take exterior derivative of the integrand L to
obtain ∫

dL =

∫ (∑
i

(
dxi
dt
− ∂E

∂φi
)dφi

)
∧ dt−

∫ (∑
i

(
dφi
dt

+
∂E

∂xi
)dxi

)
∧ dt.

Setting the integrands equal to zero we obtain the differential equations characterizing critical
curves:

dxi
dt

=
∂E

∂φi
,

dφi
dt

= − ∂E

∂xi
. (1.2.31)

Denoting the transpose of a matrix by the superscript ′ and setting ξ = (ξ1, · · · , ξn), φ =
(φ1, · · · , φn), we obtain E = 1

2
ξgξ′ = 1

2
φg−1φ′. Therefore

dE = − 1

2
φg−1(dg)g−1φ′ + ξdφ′.

Substituting in (1.2.31) we obtain

dxi
dt

= ξi,
dφi
dt

=
1

2

∑
j,k

∂gjk
∂xi

ξjξk, i = 1, · · · ,m. (1.2.32)

We refer to (1.2.32) or its equivalent form

d

dt
(
∑
j

gij
dxj
dt

) =
1

2

∑
j,k

∂gjk
∂xi

dxj
dt

dxk
dt

, i = 1, · · · ,m (1.2.33)

as the symplectic form of the equations of geodesics.
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Example 1.2.13 Let γ : S1 → R2 be a smooth simple closed curve. Let the coordinates in
R2 be (x, z) and we assume

1. Either the image γ lies in the half plane x > 0;

2. Or image of γ is invariant under the symmetry (x, z) → (−x, z).

Rotation of the image of γ around the z-axis yields in the first case a surface diffeomorphic
to a torus, and in the second case a surface diffeomorphic to the sphere. Denote this surface
by M , and assume γ is parametrized by its arclength s. Let us show that the geodesic flow
on TM is a completely integrable Hamiltonian system. The metric on M is diagonal with
g11 = 1 and g22 = x(s)2 (see exercise 1.2.9) and consequently the symplectic form of the
equations of geodesics is

d2s

dt2
= x(s)x′(s)(

dθ

dt
)2,

d

dt
(x(s)2dθ

dt
) = 0.

The second equation suggests that the function G = x(s)2 dθ
dt

together with the Riemannian
metric or the function E implement complete integrability. The second equation shows that
G is invariant under the geodesic flow. It then follows from the definition of Poisson bracket
and E and G are involution. The rank condition is also easily verified to hold and we have
established completely integrability of the geodesic flow on a surface of revolution. The tori
Nc have also a very simple description in this case. The differential equations for geodesics
(up to reparametrization) are given by the vector field gradψ, i.e.,

ds

dt
=

√
1− a2

x(s)2
ψ,

dθ

dt
=

aψ

x(s)2
,

where ψ is the function constructed in example ??. The second equation shows that ψ is
a constant times G and therefore each torus Nc is simply the orthogonal trajectories to the
level curves ψ = const. (Note that ψ depends on a so that, in general, different values of a
give distinct tori.) ♠

1.2.5 Curvature

We stated earlier that the deviation of the quantity dωij +
∑
ωik ∧ ωkj from vanishing

reflects the curvature of the space, and can be calculated from the metric ds2 alone. We set
Ωij = dωij +

∑
ωik ∧ ωkj, and call the matrix Ω = (Ωij) the curvature form. Our immediate

goal in this subsection is to study Ω and in the next subsection we relate it to the second
fundamental form(s) just as we did in the case of surfaces in R3. Ω is a skew symmetric



1.2. RIEMANNIAN GEOMETRY 243

matrix and depends on the choice of frame. Therefore it is defined on the bundle Fg of
orthonormal frames and its individual entries are not of geometric interest. From (1.2.2) it
follows easily that the dependence of Ω on the choice of frame is given by

Ω = A−1Ω′A. (1.2.34)

Since the entries of Ω are 2-forms, and 2-forms commute, we can manipulate the matrix Ω
as if it were a matrix of scalars. Thus, for example, the various symmetric functions of the
characteristic roots of Ω, which are polynomials in Ωij’s, are independent of the choice of the
frame and are defined on the manifold M . This observation plays an important role in the
differential geometry of Riemannian manifolds and understanding the connection between
geometry and topology.

The identity dd = 0 implies certain relations among ωi, ωij and Ωij. Indeed ddωi = 0
implies the first Bianchi identity: ∑

j

Ωij ∧ ωj = 0. (1.2.35)

Similarly the relation ddωij = 0 implies the second Bianchi identity:

dΩij =
∑
k

ωik ∧ Ωkj −
∑
k

Ωik ∧ ωkj. (1.2.36)

We set

2Ωij =
∑
k,l

Rijklωk ∧ ωl.

The scalar Rijij is called the sectional curvature of the plane determined by the vectors ei, ej.
Rijkl is called the curvature tensor. The curvature tensor satisfies the relations

Rijkl +Riklj +Riljk = 0, Rijkl = −Rjikl = Rjilk, Rijkl = Rklij. (1.2.37)

The first identity is a consequence of (1.2.35), the second and third equations are trivial and
the last equality follows from the preceding ones by simple manipulations. These properties
of the curvature tensor can be re-stated in the framework of group representations and will
be again discussed in the subsection Representations of Curvature Tensor.

The curvature of a Riemannian manifold may be interpreted as an endomorphism in
more than one way. The endomorphism of TxM , for each x ∈ M , defined by Sik(el) =
2
∑m

j=1 Ωij(ek, el)ej has trace Rik (called Ricci tensor)

Rik = Tr(Sik) = 2
m∑

j,l=1

< Ωij(ek, el)ej, el >x=
m∑
l=1

Rilkl
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where <,>x denotes the inner product (Riemannian metric) on TxM . Thus each component
of the Ricci tensor at x ∈ M is the trace of an endomorphism of TxM (see also subsections
on Young Diagrams in Chapter 1, and on the Structure of Curvature Tensor below). Clearly
the Ricci tensor is a symmetric matrix. It is a simple exercise to see that under a gauge
transformation A, the Ricci tensor transforms according

(Rik) = A−1(R?
ik)A, (1.2.38)

where (R?
ik) denotes the Ricci tensor relative to the new orthonormal basis.

It is customary to define the curvature operator R as

R(ei, ej)ek = 2
m∑
l=1

Ωlk(ei, ej)el.

It is useful to regard the curvature operator R and the curvature tensor Rijkl as multilinear
functions on TxM or elements of the tensor algebra on TxM . For instance, if v =

∑
viei and

w =
∑
wiei, then

R(v, w) =
∑
i,j

viwjR(ei, ej).

Similarly if v′ =
∑
v′iei and w′ =

∑
w′iei, then

R(v, w, v′, w′) =
∑
i,j,k,l

viwjv
′
kw

′
lRijkl.

With this interpretation it is immediate that the sectional curvature can be regarded as the
assignment of a number to each 2-plane in TxM . If V ⊂ TxM is a 2-plane, and e1, · · · , em is
a basis for TxM with e1, e2 spanning V , then

R1212 =
R(v1, v2, v1, v2)

gx(v1, v1)gx(v2, v2)− (gx(v1, v2))2
, (1.2.39)

where v1, v2 is any basis for V and gx denotes the inner product on TxM (the Riemannian
metric). The curvature tensor may be regarded as an element of S2(

∧2W ) where W = T ?
xM

(symmetric bilinear form on the second exterior power). Since a symmetric bilinear B form
is uniquely determined by its values on the diagonal, i.e.,

2B(u, v) = B(u+ v, u+ v)−B(u, u)−B(v, v),

the curvature tensor is determined by the sectional curvatures.
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A Riemannian manifold M is called Einstein if its Ricci tensor, when expressed relative
to an orthonormal frame, is a multiple of the identity. This condition is equivalent to the
requirement that relative to a coordinate system the Ricci tensor is multiple of the metric ds2.
In view of the transformation property (1.2.38), the Einstein property is independent of the
choice of orthonormal frame. It expresses an intrinsic geometric property of the Riemannian
manifold which is not as restrictive as being of constant sectional curvature.

Example 1.2.14 In this example we investigate the Einstein condition in the special case
where dimM = 4. We fix an orthonormal frame {e1, · · · , e4}, and recall that Rij =

∑
k Rikjk.

In particular, for an Einstein manifold we have∑
k

Rikik −
∑
k

Rjkjk = 0,

for all i, j. This is a homogeneous system of three linear equations in six unknowns Rikik. It
is a simple matter to see that the solutions to this system are characterized by

R1212 = R3434, R1313 = R2424, R1414 = R2323.

In other words, sectional curvatures of the planes determined by {e1, e2} and {e3, e4} are
equal, etc. In view of the independence of the Einstein condition from the choice of frame
and the transformation property (1.2.38), this conclusion can be restated as a four dimen-
sional Riemannian manifold is Einstein if and only if its sectional curvatures are identical on
orthogonal planes. ♠

Exercise 1.2.17 By emulating the argument of example (1.2.14) show that for an Einstein
manifold of dimension 3, sectional curvatures at a point x ∈M do not depend on the choice
of the planes in TxM , and R1213 = 0 etc. Thus Ωij = R(x)ωi ∧ ωj for some function
R : M → R.

The following example shows how part of exercise 1.2.17 generalizes to higher dimensions:

Example 1.2.15 Let M be a Riemannian manifold of dimension ≥ 3 and assume that the
sectional curvatures at x ∈M do not depend on the choice of the plane (spanned by ei, ej).
We show that the symmetries of the curvature tensor imply that M necessarily has constant
curvature. Let e1, · · · , em be a moving frame for M , and set

eθ1 = cos θe1 + sin θe3, eθ3 = − sin θe1 + cos θe3.
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Then eθ1, e2, e
θ
3, e4, · · · is a moving frame for M , and let ωθ1, ω2, ω

θ
3, ω4, · · · be the dual coframe.

We denote the curvature form relative to this frame by (Ωθ
ij). Let Rθ

1212 denote the coefficient
of ωθ1 ∧ ω2 in Ωθ

12. By 4-linearity of the curvature tensor

Rθ
1212 = cos2 θR◦1212 + sin2 θR◦3232 + sin 2θR◦1232.

The hypothesis implies that Rθ
1212 = Rθ

3232 and is independent of θ, and consequently R◦1232 =
0. In other words, Rijkl = R◦ijkl = 0 if exactly three of the indices i, j, k, l are distinct.

Similarly by looking at the coefficient of ωθ1 ∧ ω4 in Ωθ
12 and using R1214 = 0 etc. we obtain

R◦1234 +R◦3214 = 0, or
R◦ijkl +R◦kjil = 0 (1.2.40)

This relation together with the first Bianchi identity R◦4321 +R◦4213 +R◦4231 = 0 imply

R◦4213 + 2R◦4132 = 0. (1.2.41)

Equation (1.2.40) and skew symmetry of the curvature tensor in the last two indices imply

R4132 = −R3142 = −R4231 = R4213

Substituting in (1.2.41) we obtain R4213 = 0. It follows that the curvature tensor form
Ωij = Ω◦

ij is of the form
Ωij = R(x)ωi ∧ ωj. (1.2.42)

Taking exterior derivative of Ωij, using the second Bianchi identity and substituting from
(1.2.42) we obtain ∑

dR ∧ ωi ∧ ωj = 0,

which implies that dR = 0 and M has constant curvature. This example is due to Schur. ♠

Example 1.2.16 A consequence of example 1.2.15 is the extension of example ?? to higher
dimensions, i.e., we show that a hypersurface all whose points are umbilics is necessarily part
of a sphere or a hyperplane. Let m ≥ 3 and M ⊂ Rm+1 be a hypersurface. Let e1, · · · , em+1

be a be an orthonormal frame with em+1 a unit normal vector field to M . Just as in the case
of a surface in R3, the hypothesis that every point is an umbilic implies

ω1 m+1 = aω1, · · · , ωm m+1 = aωm, (1.2.43)

where a is a function on M . It follows that sectional curvatures of M are the same for all the
planes in TxM and therefore M has constant sectional curvature. Consequently it is part of
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a sphere, a hyperplane or a space of constant negative curvature5. In the latter case, not all
the principal curvatures can be equal and therefore does not occur. ♠

Example 1.2.17 Let U be the group of 3× 3 upper triangular matrices with 1’s along the
diagonal. A general matrix in U will be denoted by u = (uij), and a basis for left invariant
1-forms on U is given by the three non-zero entries of the matrix u−1du as explained in
chapter 1. Therefore such a basis of left invariant 1-forms is

ω1 = du12, ω2 = du23, ω3 = du13 − u12du23.

Consequently a left invariant Riemannian metric is ds2 = A2ω2
1 + B2ω2

2 + C2ω2
3 for any

positive numbers A,B, and C. Using the defining property of the Levi-Civita connection,
i.e., ωij + ωji = 0 and dωi +

∑
ωij ∧ ωj = 0, one obtains after a simple calculation

(ωij) =

 0 − C2

2AB
ω3 − C

2AB
ω2

C2

2AB
ω3 0 C

2AB
ω1

C
2AB

ω2 − C
2AB

ω1 0

 .

Thus

Ω =
C2

4A2B2

 0 −3ω1 ∧ ω2 ω1 ∧ ω3

3ω1 ∧ ω2 0 ω2 ∧ ω3

−ω1 ∧ ω3 −ω2 ∧ ω3 0

 .

is the curvature form of ds2. ♠

Exercise 1.2.18 Compute the Ricci tensor of U relative to ds2 of example 1.2.17, and show
that it has two negative and one positive eigenvalue.

Example 1.2.18 Let M = SU(2) ' S3. We have seen that M , being a compact simple
analytic group, admits of a unique (up to scalar multiplication) Riemannian metric which is
invariant under left and right translations. This metric is in fact the natural metric induced
on S3 from R4. For u a variable point in SU(2), we write the matrix u−1du which is skew-
hermitian and traceless, as

u−1du =

(
iω1 ω2 + iω3

−ω2 + iω3 −iω1

)
.

5The classification of spaces of constant curvature is discussed in the next section and in chapter 4 where
the vailidity of this assertion becomes evident.
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The entries ωi are left invariant 1-forms, and the real symmetric 2-tensor
∑
ω2
j is invariant un-

der the adjoint action of SU(2). Therefore it is the bi-invariant metric onM . The correspond-
ing Levi-Civita connection ωjk is computed from the equation d(u−1du) = −u−1du ∧ u−1du
which yields

(ωjk) =

 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 .

The corresponding curvature form is Ωjk = ωj ∧ ωk. For A,B and C positive numbers

ds2 = A2ω2
1 +B2ω2

2 + C2ω2
3

is a left invariant metric on M which is not right invariant unless A = B = C. In this
example, we investigate the curvature of this metric. Let θ1 = Aω1, θ2 = Bω2 and θ3 = Cω3.
Using its defining property, it is a simple calculation to derive the following expression for
the Levi-Civita connection (θjk):

(θjk) =

 0 −A2+B2−C2

ABC
θ3

A2−B2+C2

ABC
θ2

A2+B2−C2

ABC
θ3 0 −−A2+B2+C2

ABC
θ1

−A2−B2+C2

ABC
θ2

−A2+B2+C2

ABC
θ1 0

 .

It is convenient to set

α1 =
−A2 +B2 + C2

ABC
, α2 =

A2 −B2 + C2

ABC
, α3 =

A2 +B2 − C2

ABC
.

Then the curvature form Θjk = dθjk +
∑
θjl ∧ θlk is the skew symmetric matrix

 0 (−α1α2 + α1α3 + α2α3)θ1 ∧ θ2 (α1α2 − α1α3 + α2α3)θ1 ∧ θ3

−(−α1α2 + α1α3 + α2α3)θ1 ∧ θ2 0 (α1α2 + α1α3 − α2α3)θ2 ∧ θ3

−(α1α2 − α1α3 + α2α3)θ1 ∧ θ3 −(α1α2 + α1α3 − α2α3)θ2 ∧ θ3 0

 .

It follows that the Ricci tensor K = (Kjk) is diagonal with diagonal entries given by

K11 = α2α3, K22 = α1α3, K33 = α1α2.

In particular, the metric is not Einstein unless A = B = C. ♠

Two Riemannian metrics differing by multiplication by a positive function, are called
conformally equivalent since the measure of angles between tangent vectors is the same rel-
ative to such metrics. Conformally equivalenmt metrics, besides being of obvious geometric
interest are also significant in physics. The following exercise describes the simplest situation
where they naturally occur:
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Exercise 1.2.19 Let M ⊂ R3 be a surface not passing through the origin, and M̄ be the
surface obtained from M via inversion relative to the origin with inversion parameter c. This
means that if x = (x1, x2, x3) describes the surface M , then M̄ is given by

x̄ =
c2

x2
1 + x2

2 + x2
3

x.

Show that the induced metric on M̄ is related to that of M by

ds̄2 =
c4

(x2
1 + x2

2 + x2
3)

2
ds2,

Therefore M and M̄ are conformally equivalent. By looking at the second fundamental form
of M̄ show that the lines of curvature of M are mapped to those of M̄ through inversion. Let
p =< x, e3 >. Show that the principal curvatures of M̄ are related to those of M by

κ̄i = −x
2
1 + x2

2 + x2
3

c2
κi −

2p

c2
,

and relate the Gaussian and mean curvatures of M̄ and M .

Example 1.2.19 Let us compute the curvature of the metric du2 = e2σ(dx2
1 + · · · + dx2

m),
where σ is a function of x = (x1, · · · , xm). Our problem is to compute the curvature of a
conformally flat (or Euclidean) metric. Now θ1 = eσdx1, · · · , θm = eσdxm is an orthonormal
coframe for du2, and define σj by

dσ =
∑

σjθj,

i.e., σj = e−σ ∂σ
∂xj

. Therefore

dθl =
∑

θj ∧ (σjθl),

and the Levi-Civita connection for du2 is

θlj = σjθl − σlθj,

where the addition of the term−σlθj is to make θlj anti-symmetric. To compute the curvature
we first calculate the second derivative of σ relative to the coframe θ1, · · · , θm as follows: From
dd = 0 we obtain d(

∑
σkθk) = 0 and consequently

0 =
∑

dσk ∧ θk +
∑

σkdθk =
∑
k

(dσk − (
∑
l

σlθlk)) ∧ θk.
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By Cartan’s lemma

dσk −
∑
l

σlθlk =
∑

σklθl,

where σlk = σkl. (The expression for σkl in terms of coordinates is given in the exercise
1.2.20 below, but will not be used.) Let Θjl = dθjl +

∑
i θji ∧ θil denote the curvature form.

Substituting and applying exterior derivative, we obtain after some calculation

Θjl =
∑
k

(σkj − σjσk)θk ∧ θl +
∑
k

(σkl − σkσl)θj ∧ θk + (
∑
k

σ2
k)θj ∧ θl. (1.2.44)

In terms of components 2Θij =
∑

k,l Sijklθk ∧ θl, this translates into

Sijkl = −δjk(σli−σlσi)+δjl(σki−σkσi)+δki(σlj−σlσj)−δil(σkj−σkσj)+(δkiδlj−δilδjk)(
∑
i

σ2
k).

(1.2.45)
Finally

Lij = (m− 2)(σij − σiσj) + (m− 2)δij(
∑
k

σ2
k) + δij(

∑
k

σkk). (1.2.46)

is the Ricci tensor Lij =
∑

k Sikjk of the metric du2. ♠

Exercise 1.2.20 Show that

σkl = −2σkσl + δkl(
∑
i

σ2
i ) + e−2σ ∂2σ

∂xl∂xk
.

The significance of this example goes beyond giving explicit formulae for the curvature of
a special metric. It is a simple calculation that if dv2 = e2σds2 with Levi-Civita connections
φij (for dv2) and ωij (for ds2), then

φlj = σjφl − σlφj + ωlj. (1.2.47)

Repeating the calculation in the example almost verbatim (here the connection forms appear,
but the terms explicitly involving the connections ωij and φij cancel out6), we obtain the
remarkable fact that the curvature of the metric dv2 = e2σds2 is the sum of the curvatures

6The fact that the terms involving the connection forms cancel out is not surprising in view of the
different transformation properties of the connection and curvature forms, and the fact that one can make
the connection vanish at one point by a gauge transformation. This phenomenon is sometimes very useful.
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of ds2 and du2 = e2σ(dx2
1 + · · · + dx2

m) formally. By formally we mean that the expressions
are the sum of the corresponding expressions, however, we should note that the quantities σi
and σij are calculated relative to the metric dv2 and the connection φij and not du2 and θij.
We refer to this property as the formal additivity of the curvature tensor under conformal
change of metric. Summarizing

Proposition 1.2.5 Let dv2 = e2σds2 be conformally equivalent Riemannian metrics. Then
their Levi-Civita connections φij and ωij are related by (1.2.47), and the corresponding cur-
vatures are

Φjl − Ωjl =
∑
k

(σkj − σjσk)φk ∧ φl +
∑
k

(σkl − σkσl)φj ∧ φk + (
∑
k

σ2
k)φj ∧ φl.

Writing 2Φij =
∑

k,l Fijklφk ∧ φl, this translates into

Fijkl −Rijkl = −δjk(σli − σlσi) + δjl(σki − σkσi) + δki(σlj − σlσj)
−δil(σkj − σkσj) + (δkiδlj − δilδjk)(

∑
i σ

2
k).

Denoting the Ricci tensor for dv2 and ds2 by Hij and Kij respectively we obtain

Hij −Kij = (m− 2)(σij − σiσj) + (m− 2)δij(
∑
k

σ2
k) + δij(

∑
k

σkk).

(We emphasize that the quantities σi and σij are calculated relative to the metric dv2 and
the connection φij.)

The following proposition relates the curvature of the Levi-Civita connection to covariant
differentiation, and it is sometimes used as the definition of curvature. While not essential for
the development of the theory in our framework, it may help the reader relate the material
here to other points of view.

Proposition 1.2.6 For vector fields ξ and η on the Riemannian manifold M we have

∇ξη −∇ηξ − [ξ, η] = 0, ∇η∇ξ −∇ξ∇η −∇[η,ξ] = 2Ω(ξ, η).

(Notice that the right hand side of the second equation does not involve differentiation and
is a purely algebraic pointwise operation. This equation should be interpreted as the result
of applying the differential operators of the left hand side to the a vector field ζ is identical
as that of applying the matrix 2Ω(ξ, η) to ζ.)

Proof - Let {e1, · · · , em} be an orthonormal moving frame on M and {ω1, · · · , ωm} be the
dual coframe. Set ξ =

∑
hiei and η =

∑
giei. Then the first assertion reduces to showing

∇ek
ei −∇ei

ek − [ek, ei] = 0.
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Now by (1.2.15) we have

∇ek
ei −∇ei

ek =
∑
j

(ωji(ek)− ωjk(ei))ej.

Then from proposition 1.2.1 and the formula for exterior derivative we obtain

ωj([ei, ek]) = 2dωj(ek, ei) = ωj(∇ek
ei −∇ei

ek),

from which the first formula follows. To prove the second formula let ζ =
∑
flel. After a

straightforward computation we see that it suffices to establish

∇ek
∇ei

el −∇ei
∇ek

el −∇[ek,ei]el = 2
∑
j

Ωjl(ek, ei)ej.

We have

∇ek
∇ei

el =
∑
j

ek(ωjl(ei))ej +
∑
j,n

ωjl(ei)ωnj(ek)en.

Therefore
∇ek

∇ei
el −∇ei

∇ek
el =

∑
j(ek(ωjl(ei))− ei(ωjl(ek)))ej

+
∑

j,n(ωjl(ei)ωnj(ek)− ωjl(ek)ωnj(ei))en
=

∑
j(ek(ωjl(ei))− ei(ωjl(ek)))ej

+2
∑

j,n ωjl ∧ ωnj(ei, ek)en
=

∑
j(ek(ωjl(ei))− ei(ωjl(ek)))ej + 2

∑
j Ωjl(ek, ei)ej − 2

∑
j dωjl(ek, ei)ej

=
∑

j(ωjl([ek, ei]))ej + 2
∑

j Ωjl(ek, ei)ej
= ∇[ek,ei]el + 2

∑
j Ωjl(ek, ei)ej,

and the required result follows. ♣

1.2.6 Curvature and Second Fundamental Forms

In this subection we investigate some of the basic relations between curvature and the sec-
ond fundamental forms in higher (co)dimensions. We begin with an interpretation of the
eigenvalues of the second fundamental form of a hypersurface in terms of the curvature of
plane curves.

Example 1.2.20 Let M ⊂ Rm+1 be a smooth hypersurface and e1, · · · , em+1 a moving
frame near M with em+1 normal to M . Let Px be a plane containing the vector em+1(x),
then the intersection Px∩M is a curve Γ in the plane Px. Let κ1 < · · · < κm be the principal
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curvatures of M . Therefore if e1, · · · , em are along the principal directions then the matrix
of the second fundamental form becomes diagonal with diagonal entries κ1, · · · , κm. Now let
f1 · · · , fm+1 = em+1 be a moving frame with f1 along tangent to the curve Γ. Let ω̃A and
ω̃AB be 1-forms defined by f1, · · · , fm+1 defined via dfA =

∑
ω̃BAfB etc. Then we have

−ω̃1 m+1 = H11ω̃1 + · · ·+ H1mω̃m, · · · , − ω̃m m+1 = Hm1ω̃1 + · · ·+ Hmmω̃m,

where the matrix H = (Hij) is symmetric. The curvature of the plane curve Γ is κΓ =
ω̃1 m+1(f1) = H11. Since the matrix of the second fundamental form transforms according
H → A′HA where A is an orthogonal matrix, we obtain

a = A2
11κ1 + · · ·+ A2

m1κm. (1.2.48)

Therefore, by orthogonality of A, the curvature of Γ is a convex combination of the principal
curvatures of M . ♠

Let M ⊂ Rm+1 be a hypersurface and H = (Hij) denote the matrix of the second fun-
damental form relative to an orthonormal frame e1, · · · , em+1 with em+1 normal to M . It
follows from the strucure equations that

Ωij = −ωim+1 ∧ ωm+1j, (1.2.49)

for a hypersurface M ⊂ Rm+1. Recall that the second fundamental form for a hypersurface
M is the symmetric matrix H = (Hij) where

ωm+1i =
m∑
j=1

Hijωj.

Substituting in (1.2.49) we see that that the sectional curvature −Rijij is given by the
principal minor

Rijij = − det

(
Hii Hij

Hij Hjj

)
(1.2.50)

which is the generalization to hypersurfaces of (1.2.9) for surfaces.
The fact that sectional curvatures are expressible in terms of 2× 2 minors of the second

fundamental form can be extended to submanifolds of arbitrary codimension. Let M ⊂ RN

be a submanifold of codimension N −m, and Hp = (Hp
ij) denote the matrix of the second

fundamental form in the direction of the normal vector ep (p ≥ m+ 1). From the structure
equations we see that the analogue of (1.2.49) for submanifolds is

Ωij = −
N∑

p=m+1

ωip ∧ ωpj. (1.2.51)
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The symmetric matrix Hp = (Hp
ij) is determined by

ωpi =
m∑
j=1

Hijωj.

Substituting in (1.2.51) we see that that the sectional curvature −Rijij is given by the
principal minor

Rijij = −
N∑

p=m+1

det

(
Hp
ii Hp

ij

Hp
ij Hp

jj

)
, (1.2.52)

thus generalizing Theorema Egregium to submanifolds of arbitrary codimension. It follows
that the sum on the right hand side of (1.2.52) is independent of the choice of orthonormal
frame em+1, · · · , eN .

In example 1.2.20 the principal curvatures of a hypersurface were related to the curvature
of plane curves on a surface. The following example relates the sectional curvature to the
Gaussian curvature of certain embedded surfaces. This example will be derived in a more
elaborate way in example 1.2.25 below, but it is included here since it is an instructive
demonstration of the use of moving frames.

Example 1.2.21 Let M be a Riemannian manifold γ : I = (−1, 1) → M a geodesic. Let
e1, · · · , em be an orthonormal frame at p = γ(0) with e1 tangent to γ. Parallel translate
the frame e1, · · · , em along γ. For a small number ε > 0 and a unit vector field ξ along γ
orthogonal to e1, we let Nξ be the surface

Nξ = ∪t∈(−ε,ε)Expγ(s)tξγ(s).

From smoothness of the dependence of solutions of an ordinary differential equation on initial
conditions we deduce that Nξ is a surface. We parallel translate e1, e2 relative to Nξ along
the geodesics t → Expγ(s)tξγ(s) and extend it to a moving frame. As ξ varies we obtain a
moving frame in an open set containing the image of γ. Note that the vector field e1 may
not be parallel along t → Expγ(s)tξγ(s) relative to M although it is so relative to Nξ. For
definiteness let ξ = e2, set N = Ne2 . We relate the the Gaussian curvature of N to the
sectional curvature of the Riemannian manifold M . To do so we use the superscript N for
quantities referring to N . We have

dωN1 + ωN12 ∧ ωN2 = 0, dωN2 + ωN21 ∧ ωN1 = 0.

Comparing with

dω1 + ω12 ∧ ω2 +
m∑
k=3

ω1k ∧ ωk = 0, dω1 + ω21 ∧ ω1 +
m∑
k=3

ω2k ∧ ωk = 0,
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and noting that on N

ωN1 = ω1, ωN2 = ω2

we obtain
ωN12 = ω12, on N. (1.2.53)

By the assumption of parallel translation ωij(e1) = 0 along γ and consequently

ω1k ∧ ωk2 = 0 on N along γ. (1.2.54)

The curvature forms are

ΩN
12 = dωN12, Ω12 = dω12 +

m∑
k=3

ω12 ∧ ωk2.

Since dωN12 = dω12 on N , (1.2.54) implies

ΩN
12 = Ω12 on N along γ. (1.2.55)

In other words, the sectional curvatures of M relative to the planes spanned by e1, e2 along γ
are identical with the Gaussian curvature of N along γ. This does not mean that for x ∈ N ,
the sectional curvature of M relative the plane TxN is equal to the Gaussian curvature of N
at x. We are ensured of equality only for points on γ. The essential property of N that we
used in this example was that it contains the geodesic γ and e2 was parallel in M along γ.
♠

Example 1.2.22 Consider a surface M ⊂ R4 and let τr(M) denote the tube of radius r
around M . We want to calculate vol(τr(M)) for small r > 0. Proceedings as in the case of
curves in R3 we note

τr(M) = {p+ t3e3 + t4e4 | p ∈M, t23 + t24 < r}.

Denoting a generic point of τr(M) by q = p+ t3e3 + t4e4 we obtain

dq = (ω1 + t3ω13 + t4ω14)e1 + (ω2 + t3ω23 + t4ω24)e2 + dt3e3 + dt4e4.

Implicit in this representation is the local parametrization of τr(M) as M × B2(r) where
B2(r) denotes the disc of radius r in R2. To obtain a useful expression for the volume
element on τr(M), the terms ωAB should be expressed in terms of ω1, ω2 by restriction to M .
It follows that the volume element on τr(M) can be written as

dv = (ω1 + t3ω13 + t4ω14) ∧ (ω2 + t3ω23 + t4ω24) ∧ dt3 ∧ dt4. (1.2.56)
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To integrate this 4-form we note that any term involving an odd power of t3 or t4 will vanish
after integration over τr(M). Therefore∫

τr(M)

dv =

∫
τr(M)

(ω1 ∧ ω2 + t23ω31 ∧ ω32 + t24ω41 ∧ ω42) ∧ dt3 ∧ dt4.

Making the change of variable to polar coordinates

t3 = ρ cosφ, t4 = ρ sinφ,

and carrying out the integration in (t3, t4), we obtain∫
τr(M)

dv = πr2vol(M) +
πr4

4

∫
M

(ω31 ∧ ω32 + ω41 ∧ ω42).

In view of (1.2.52) we obtain∫
τr(M)

dv = πr2vol(M) +
πr4

4

∫
M

Kω1 ∧ ω2, (1.2.57)

for the volume of tube of small radius r > 0 around M . Here K denotes the Gaussian
curvature of the surfaceM . Note that the volume of tube does not involve the mean curvature
or any quantity which depends on the embedding, and is expressed in terms of the volume
and Gaussian curvature which can be calculated from the knowledge of ds2. This reflects
a general phenomenon about the volume of tubes around submanifolds. The point is that
the integrals of terms involving odd powers of tj vanish for reasons of symmetry, and the
coefficients of terms involving only even powers of tj’s can be expressed in terms of quantities
intrinsic to M , i.e., ωj’s and Ωij’s. For an extensive discussion of volumes of tubes see [Gr].
♠

Example 1.2.23 It is useful to see how the second derivative or the Hessian of a function
is calculated in the context of moving frames. Let f : M → R be a smooth function on the
Riemannian manifold M . Relative to a coframe ω1, · · · , ωm we have

df =
∑
i

fiωi.

The fi’s may be regarded as partial derivative relative to the coframe ωi. The relation
ddf = 0 implies ∑

k

[
dfk −

∑
i

fiωik
]
∧ ωk = 0
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By Cartan’s lemma we have

dfk −
∑
i

fiωik =
∑

fjkωj, with fjk = fkj.

The matrix (fjk) is the Hessian of f relative to the coframe ω1, · · · , ωm. Let M ⊂ Rm+n be a
submanifold (embedded) and consider the function f(x) = 1

2
< x, x > on M where < ., . > is

the standard inner product on Rm+n. We compute the Hessian of f relative a moving frame
e1, · · · , em Extend e1, · · · , em to an (orthonormal) moving frame e1, · · · , em+n for Rm+n. Set
yi =< x, ei >, i = 1, · · · ,m and ya =< x, ea >, a = m+1, · · · ,m+n to obtain df =

∑
i yiωi

where we emphasize that f is regarded as a function on M . Then ddf = 0 becomes∑
k

dyk ∧ ωk −
∑
i,k

yiωik ∧ ωk −
∑
i,a

yiωia ∧ ωa = 0.

On M we have ωa = 0. Therefore substituting dei =
∑

j ωjiej +
∑

a ωaiea in the above
equation we obtain

m+n∑
a=m+1

(ωi + yaωai) ∧ ωi = 0.

Since ωai =
∑

k Ha
ikωk with Ha

ik = Ha
ki (second fundamental form), the above equation be-

comes ∑
i

[
δik +

∑
a

yaH
a
ik

]
ωk ∧ ωi = 0,

and fik = δik +
∑

a yaH
a
ik gives the Hessian of f . ♠

Example 1.2.24 The conclusion of the example 1.2.23 for the function f(x) = 1
2
< x, x >

for a hypersurface M ⊂ Rm+1 can be stated as

< x, em+1 > (Hij) = (fij)− I. (1.2.58)

Since Rijij = HiiHjj−H2
ij and 2×2 principal minors of a negative definite matrix are positive

definite, the sectional curvatures of a compact hypersurface are positive at some point, viz.,
the maxima of f . (In view of example ?? we may assume f is a Morse function so that
the matrix (fij) is negative definite at a maximum.) Shortly we will see how this argument
can be vastly generalized to obtain non-isometric embedding theorems for negatively curved
Riemannian manifolds. Under certain circumstances one can establish the existence of an
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approximate maximum for the function f(x) = 1
2
< x, x > on a noncompact hypersur-

face. Then one can conclude that there are regions where the sectional curvatures of the
hypersurface are positive. This kind of argument occurs in connection with the proof of the
non-existence of complete minimal surfaces in the interior of certain regions of R3 since the
curvature of a minimal surface is everywhere non-positive. The analytical argument estab-
lishing the existence of an approximate maximum is known as Omori’s lemma (See [O]).
♠

It is reasonable to surmise that the relationship between the second fundamental form and
curvature can be utilized to gain some insight into how curvature affects isometric embedding
of a Riemannian manifold M . To develop this theme we introduce some algebraic definitions.
For x ∈ M let Vx ⊂ TxM be the linear subspace spanned by unit vectors e1 such that Ω1j

vanishes identically at x. This is equivalent to the statement R1j1j = 0 for all j = 2, · · · ,m.
It is clear that Vx is the maximal linear subspace of TxM such that if e1 ∈ Vx is a unit
vector, then Ω1j or equivalently the sectional curvatures R1j1j vanish identically at x ∈ M .
We set µx = dimVx, and refer to µx as the index of nullity at x. Now assume M ⊂ Rm+n

with the Riemannian metric induced from the ambient Euclidean space. We let Wx ⊂ TxM
be the linear span of all unit vectors e1 such that for all normal directions ep ∈ (TxM)⊥

the linear form Hp(e1, .) vanishes identically at x. It is immediate that Wx is the maximal
linear subspace of TxM such that for all unit vectors e1 ∈ Wx we have Hp(e1, .) = 0. We set
νx = dimWx and refer to it as the index of relative nullity. In view of (1.2.52) we have

νx ≤ µx. (1.2.59)

Next we introduce a bilinear mapping

αx : TxM × TxM → (TxM)⊥, αx(ξ, η) =
m+n∑
p=m+1

Hp(ξ, η)ep,

where em+1, · · · , em+n is an orthonormal basis for (TxM)⊥. It is immediate from the trans-
formation property (1.2.4) of the second fundamental form that αx is meaningfully defined.
Let Sx denote the orthogoanl complement of Wx in Vx. Then by restriction αx induces a
bilinear map

α̃x : Sx × Sx −→ (TxM)⊥.

We have

Lemma 1.2.4 Let β : Rk × Rk → Rn be a bilinear pairing. If k > n, then there are vectors
u, v ∈ Rk, not both zero, such that

β(v, v) = β(u, u), β(v, u) = 0.
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Proof - Regarding β as a bilinear pairing of complex vector spaces, we deduce the existence
of a non-zero vector w = u+ iv such that β(w,w) = 0 since k > n. Expanding into real and
imaginary parts gives the required result. ♣

Then the identity (1.2.52) can be stated in terms of α as

Rijij =< α(ei, ei), α(ej, ej) > − < α(ei, ej), α(ei, ej) > . (1.2.60)

Now we complement inequality (1.2.59) with

Lemma 1.2.5 With the above notation we have

νx ≤ µx ≤ νx + n,

where n is the codimension of the embedding of M .

Proof - It remains to prove the second inequality which is equivalent to dim(Sx) ≤ n.
Assume dim(Sx) > n, then applying lemma 1.2.4 to the bilinear map α̃ we obtain vectors
u, v ∈ TxM such that

α̃(u, u) = α̃(v, v), α̃(u, v) = 0.

We may assume both u and v are non-zero and linearly independent. Let e1, e2, · · · be an
orthonorml basis such that e1, e2 span the plane spanned by u and v. Then the identity
(1.2.60) and R1212 = 0 imply α̃(u, u) = 0 = α̃(v, v). Since R1j1j = R2j2j = 0 for ej ∈ TxM ,
we obtain from (1.2.60)

α̃(e1, ej) = 0 = α̃(e2, ej).

It follows that e1, e2 and therefore u, v are in Vx contrary to the hypothesis. ♣
In example ?? of chapter 1 we showed that if M ⊂ Rm+n is a compact submanifold then

there is x ∈M such that

f : M → R, f(x) =
1

2
< x− p, x− p >

is a Morse function for almost all p ∈ Rm+n. Therefore we may assume that the function
f(x) = 1

2
< x, x > is a Morse function on M (after a translation). In view of example 1.2.23

the Hessian of f is given by (δik +
∑

a yaH
a
ik). In particular at a point where f is a maximum

the matrix (
∑

a yaH
a
ik) is negative definite. This implies

Lemma 1.2.6 Let M ⊂ Rm+n be a compact submanifold, and f(x) = 1
2
< x, x >. Then,

after possibly a translation of M , at a maximum of f we have νx = 0.



260 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

We now use the above observations to relate the codimension of a compact embedded
submanifold and its sectional curvatures.

Proposition 1.2.7 Let M be a compact Riemannian manifold. Assume that for every x ∈
M there is a subspace Vx ⊂ TxM of dimension ≥ q ≥ 2 such that the curvature of any
2-plane contained in Vx is non-positive. Then the codimension of an isometric embedding of
M in RN is at least n.

Proof - Let ψ : M → RN be an isometric embedding. After a possible translation, we may
assume f(x) = 1

2
< x, x > is a Morse function on M , and νx = 0 at a maximum of f on M

by lemma 1.2.6. Therefore it suffices to show µx ≥ q by lemma 1.2.5. If µx < q, then by
lemma 1.2.4 there are vectors u, v ∈ Vx such that α̃(u, u) = α̃(v, v) 6= 0 and α̃(u, v) = 0. It
follows from (1.2.60) that the curvature of plane spanned by u and v is positive contrary to
hypothesis. ♣

Corollary 1.2.2 A compact flat Riemannian manifold M of dimension m cannot be iso-
metrically embedded in R2m−1.

The flat m-dimensional torus can be isometrically embedded in R2m = Cm as

{(eiθ1 , · · · , eiθm) | θj ∈ [0, 2π)}.

Therefore the conclusion of proposition 1.2.7 is sharp. The Riemannian metric of an a sub-
manifold ψ : M → RN is given by the m × m matrix (Dψ)′Dψ. Therefore the existence
problem for isometric immersions/embeddings of Riemannian manifolds hinges on the ex-
istence of solutions to the system of nonlinear partial differential equations (Dψ)′Dψ = g.
This is a difficult problem in analysis and is inapropriate in the context of this volume.

Exercise 1.2.21 Let M ⊂ Rm+1 be a hypersurface. Show that if the rank of the second
fundamental form is ≥ 2, then νx = µx.

While we have emphasized the the geometry of submanifolds of Euclidean space, the
basic concept of second fundamental form can be defined for submanifolds of Riemannian
manifolds. Let e1, · · · , en be a moving frame for the Riemannian manifold N and ω1, · · · , ωn
the corresponding dual coframe. Assume the submanifold M is defined by the Pfaffian
system

ωm+1 = 0, · · · , ωn = 0.

Let ωAB, 1 ≤ A,B ≤ n, denote the Levi-Civita connection for N and ΩAB be the corre-
sponding curvature forms. Since ωa = dωa = 0 on M , the application of Cartan’s lemma
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to
∑

i ωai ∧ ωi = 0 on M implies the existence of the symmetric matrix (Ha
ij) (the second

fundamental form in the direction ea) such that

ωai =
∑
j

Ha
ijωj.

Let superscripts M and N signify reference to the manifolds M and N respectively. Then

ΩN
ij = dωij +

m∑
k=1

ωik ∧ ωkj +
n∑

a=m+1

ωia ∧ ωaj = ΩM
ij +

n∑
a=m+1

ωia ∧ ωaj.

Therefore

ΩN
ij = ΩM

ij −
n∑

a=m+1

m∑
k,l=1

[
Ha
ikH

a
jl − Ha

ilH
a
jk

]
ωk ∧ ωl, (1.2.61)

which relates the curvature tensors of M and N to the second fundamental form of M ⊂ N .
In particular the sectional curvatures are related by

RM
ijij = RN

ijij +
n∑

a=m+1

[
Ha
iiH

a
jj − (Ha

ij)
2
]
. (1.2.62)

Exercise 1.2.22 Let N be a Riemannian manifold and M a submanifold. Let e1, · · · , en be
a moving frame on N with e1, · · · , em tangent to M . Show that

∇N
ek
ei = ∇M

ek
ei + α(ei, ek),

where α(ei, ej) =
∑n

a=m+1 Ha(ei, ej)ea and Ha is regarded as a bilinear form on TxM .

Example 1.2.25 In this example we use (1.2.62) to improve on example 1.2.21. Let M ⊂ N
be a surface in a Riemannian manifold N and let γ be a geodesic (segment) of N contained
entirely in M . Since γ is a geodesic we can choose a (co)frame in a neighborhood of γ in N
with e1 = γ′, e2 tangent to M and relative to which the connection form ωAB satisfies

ωAB(e1) = 0, for A,B 6= 2, (1.2.63)

along γ. The indices A,B range over 1, · · · , N and we have excluded only A or B = 2. That
this is possible is just like making partial parallel translation which amounts to the existence
of solution to the system of ordinary differential equations (1.2.63). The vanishing of ω1a for
a ≥ 3 implies that Ha

11 = 0 and consequently from (1.2.62) we obtain

KM = RM
1212 = RN

1212 −
n∑
a=3

(Ha
12)

2. (1.2.64)
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This proves that the curvature of M along γ is bounded above by sectional curvature of N
relative to the plane spanned by e1, e2. It is also clear that if e2 were parallel along γ then
we can assume the frame is such that ωAB(e1) = 0 (along γ) for all A,B, and consequently
Ha

12 = 0 which once more proves the asertion of example 1.2.21. We can say something more
which will be useful in connection with the discussion of Jacobi’s equation. Assume (for
simplicity) that sectional cuvatures RN

1212 along γ are positive. If e2 is not parallel along γ
then we have strict inequality KM < RN

1212. This is clear unless Ha
12 = 0 for all a ≥ 3. But

in this case det(Ha) = 0 proving that KM = 0 < RN
1212. ♠
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1.3 Special Properties of Riemannian Manifolds

1.3.1 Spaces of Constant Curvature

A Riemannian manifold M such that the sectional curvatures Rijij are independent of the
indices i, j and constant on M is called a space of constant curvature. Spaces of constant
curvature are the simplest non-Euclidean spaces and have special properties which warrants
their separate investigation. Spheres, with metric induced from the ambient Eulidean spaces,
are spaces of constant positive curvature Rijij > 0. We now construct Riemannian manifolds
of constant negative curvature. In this construction we make use of the Lorentz metric which
is of interest in relativity as well. By a Lorentz metric on a manifold M we mean a symmetric
contravariant 2-tensor which is everywhere nondegenrate and has signature (m− 1, 1) (i.e.,
m − 1 positive and one negative eigenvalue). The simplest example of a Lorentz metric is
dσ2 = dx2

1 + · · · + dx2
m − dx2

m+1 on Rm+1. Consider the hypersurface H′ (sometimes called
the hypersphere) in Rm+1 defined by

x2
1 + · · ·+ x2

m − x2
m+1 + 1 = 0.

H′ has two connected components corresponding to xm+1 > 0 and < 0. Let Hm denote
either component, say for definiteness xm+1 > 0. First we show that dσ2

|Hm
is a Riemannian

metric. By a simple application of the implicit function theorem the vectors

(1, 0, · · · , 0, x1

xm+1

), · · · , (0, · · · , 0, 1, xm
xm+1

),

form a basis for the tangent space to Hm at x = (x1, · · · , xm+1). Therefore writing a general
tangent vector to Hm in the form τ = (xm+1ξ1, · · · , xm+1ξm, x1ξ1 + · · ·+ xmξm) we obtain

dσ2(τ, τ) = x2
m+1(ξ

2
1 + · · ·+ ξ2

m)− (x1ξ1 + · · ·+ xmξm)
≥ x2

m+1(ξ
2
1 + · · ·+ ξ2

m)− (x2
1 + · · ·+ x2

m)(ξ2
1 + · · ·+ ξ2

m)
= ξ2

1 + · · ·+ ξ2
m

which proves positive definiteness of dσ2
|Hm

.
In analogy with the Riemannian case we consider moving frames e1, · · · , em+1 which are

orthonormal relative to the Lorentz metric, i.e.,

dσ2(eA, eB) = 0 if A 6= B, dσ2(ei, ei) = 1, dσ2(em+1, em+1) = −1;

where we recall the notational convention 1 ≤ A,B, · · · ≤ m + 1, and 1 ≤ i, j, · · · ≤ m.
Now assume that the vectors e1, · · · , em are tangent to Hm. Then proceeding as in the
Riemannian case we have

dx =
∑
i

ωiei, deA =
∑
B

ωBAeB.
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The 1-forms ωAB satisfy the identities

ωij + ωji = 0; ωi m+1 = ωm+1 i, ωAA = 0;

and since ωm+1 vanishes on Hm, we have the following identities on Hm:

dωi +
∑
j

ωij ∧ ωj = 0,
∑
i

ωm+1 i ∧ ωi = 0.

Similarly the curvature of Hm is given by

Ωij = dωij +
∑
k

ωik ∧ ωkj = −ωi m+1 ∧ ωm+1 i.

Now it is a simple exercise to prove that the unit normal toHm at a point x = (x1, · · · , xm+1),
relative to the Lorentz metric, is the vector x. Therefore the situation is entirely analogous
to that of the ordinary sphere in Euclidean space where em+1 = x, ωi m+1 = ωi and by
(1.2.11)

Ωij = −ωi m+1 ∧ ωm+1 j = ωi ∧ ωj.

Therefore Hm has constant negative sectional curvature −1.

Exercise 1.3.1 By considering the stereographic projection of Hm onto the unit disc, or
otherwise, show that the sectional curvatures of the metric

4
dx2

1 + · · ·+ dx2
m

(1− (x2
1 + · · ·+ x2

m))2

are −1. More generally, show that all sectional curvatures of the metric 4
dx2

1+···+dx2
m

(1+K(x2
1+···+x2

m))2

are the constant K. Generalize exercise 1.3.6 by showing that the volume of the ball in Hm

increases exponentially with radius. Describe the geodesics through 0.

Example 1.3.1 As another application of the Lorentz metric we derive the fundamental
formulae of hyperbolic trigonometry. First we derive a formula for the length of the arc of
the hyperbola H1 : z2 − x2 = 1 between two points A and B relative to the Lorentz metric
dx2 − dz2 in the plane. Since the hyperbola H1 and the Lorentz metric are invariant under

the transformations

(
coshψ sinhψ
sinhψ coshψ

)
, we may assume A = (0, 1) and B = (sinh β, cosh β).

It is a simple calculation that the desired arc length is β. Denote the Lorentz inner product
on R3 by �,�, i.e., for v = (x, y, z), v′ = (x′, y′, z′), then � v, v′ �= xx′ + yy′ − zz′, and
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let SO(2, 1) be the group of linear transformations leaving �,� invariant. Now H2 and the
Lorentz metric dσ2 = dx2 + dy2− dz2 are also invariant under SO(2, 1). Let A,B ∈ H2. We
show that the distance between A and B relative to the Riemannian metric dσ2

H2
is given by

d(A,B) = cosh−1(− � A,B �). (1.3.1)

We may assume A = (0, 0, 1) and B = (sinh β, 0, cosh β) in view of the invariance of both
sides under SO(2, 1). Since geodesics through A are, after proper parametrization, inter-
sections of the planes ax + by = 0 with H2 (use e.g. idea of example 1.2.9), the preceding
calculation for the hyperbola H1 is applicable and the required formula for the distance
follows. Now let ABC be a geodesic triangle (i.e., the sides are geodesics). We may as-
sume A = (0, 0, 1), B = (sinhψ, 0, coshψ) and C = (cos θ sinhφ, sin θ sinhφ, coshφ) after
transformation by an element of SO(2, 1). Set a = d(B,C) then from (1.3.1)

cosh a = coshφ coshψ − cos θ sinhφ sinhψ. (1.3.2)

It is trivial to see that cos θ = cosA. Since φ = d(A,C) and ψ = d(A,B) by (1.3.1), it is
customary to replace φ by b and ψ by c so that (1.3.2) takes the familiar form (law of cosines
for hyperbolic triangles):

cosh a = cosh b cosh c− cosA sinh b sinh c. (1.3.3)

From (1.3.3) it follows that

sin2A =
1− cosh2 a− cosh2 b− cosh2 c+ 2 cosh a cosh b cosh c

sinh2 b sinh2 c
,

whence

sinA

sinh a
=

sinB

sinh b
=

sinC

sinh c

which is the law of sines for hyperbolic triangles. ♠

Similarly, one proves

Exercise 1.3.2 Prove the fundamental formulae of spherical trigonometry, namely,

cos a = cos b cos c+ cosA sin b sin c,
sinA

sin a
=

sinB

sin b
=

sinC

sin c
.
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A consequence of the law of sines for hyperbolic triangles is

Corollary 1.3.1 Similar geodesic triangles in the hyperbolic plane are congruent.

Proof - Let ABC and A′B′C ′ be similar geodesic triangles in the hyperbolic planes, i.e.,
their angles are equal. From the law of sines it follows that

sinh a′ = λ sinh a, sinh b′ = λ sinh b, sinh c′ = λ sinh c,

where a′, b′ and c′ are the lengths of the sides opposite to A′, B′ and C ′ respectively. This
implies that if by an isometry we move the vertex A′ to A such that the sides b′ and c′ are
along the same geodesics as b and c respectively7, then one of the triangles ABC and A′B′C ′

will contain the other depending on whether λ ≥ 1 or λ ≤ 1. By the Gauss-Bonnet theorem
(curvature is constant) ∫

ABC

dv =

∫
A′B′C′

dv

since each side is negative the excess of the sum of the exterior angles of the corresponding
triangle. Therefore λ = 1 ♣

Corollary 1.3.1 is in sharp constrast to the case of Euclidean space where there is a
profusion of similar triangles. The same conclusion holds for geodesic triangles on the surface
of a sphere (see exercise 1.3.3 below).

Exercise 1.3.3 Show that similar geodesic triangles on the surface of a sphere are congru-
ent.

Exercise 1.3.4 Generalize the formula (1.3.1) of example 1.3.1 to Hm.

Using example ?? it is not difficult to extend the divergence property of geodesics on
surfaces of negative curvature to general Riemannian manifolds:

Exercise 1.3.5 Extend the inequality (1.2.28) to general Riemannian manifolds of non-
positive curvature (Rijij ≤ 0 for all i, j).

7By a fractional linear transformation we can only ascertain that b′ lies along the same geodesic as b
or c and c′ along the other. If b′ lies along c we compose the isometry with the reflection with respect to
the bisector of the angle at A. If A is the point i in the upper half plane and the bisector of the angle
is the y-axis, then the reflection is given by x + iy → −x + iy. Since a conformal orientation preserving
automorphism of the upper half plane is a fractional linear transformation, the group of isometries of H
contains SL(2,R)/± I ' SO(2, 1) as a subgroup of index two.
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Example 1.3.2 Consider the upper half plane H = {z = x + iy ∈ C|y > 0} with the
Poincaré metric

ds2 =
dx2 + dy2

y2
.

This metric is invariant under the action of SL(2,R) through fractional linear transforma-
tions (

a b
c d

)
: z −→ az + b

cz + d
.

Therefore SL(2,R)/± I is a group of isometries of the hyperbolic plane. Note also that the

matrix

(√
y x/

√
y

0 1/
√
y

)
maps the point i to the point z = x+ iy so that SL(2,R) acts transi-

tively on H. The isotropy subgroup at i is the rotation group SO(2) = {
(

cos θ − sin θ
sin θ cos θ

)
},

and therefore H = SL(2,R)/SO(2). From exercise 1.2.10 we know that straight lines or-
thogonal to the real axis are geodesics, and more precisely the curves t → c + iet are are
geodesics. From elementary geometry we know that under fractional linear transformations
straight lines and circle are mapped to each other and (Euclidean) angles are preserved.
Therefore the straight lines t→ c+ iet and semi-circles (after parametrization by a multiple
of arc-length) intersecting the real axis orthogonally are geodesics. Since every tangent vec-
tor at z ∈ H is tangent to a semi-circle through z intersecting the x-axis orthogonally or to
the the straight line t→ <(z) + iet, all geodesics are of this form. This in particular implies
that H is complete. Another consequence of this observation is that the isotropy subgroup at
i, namely SO(2), acts transitively on the set of geodesics through i. Consequently, SL(2,R)
acts transitively on the set of geodesics of H, and the isotropy subgroup at the geodesic
t → iet is ±I. Therefore we can identify SL(2,R)/ ± I with the set of geodesics of H or
equivalently with the unit tangent bundle of H (the unit tangent bundle of a Riemannian
manifold M is T1M = {(x, ξ) ∈ TM |ds2(ξ, ξ) = 1}).

From this description of geodesics it is trivial to see directly that every pair of points
z, w ∈ H can be joined by a unique geodesic γz,w : [0, 1] → H with γz,w(0) = z and
γz,w(1) = w. We denote the length of this geodesic by d(z, w) call it the hyperbolic distance
between z and w. It is trivial to see that d(i, iy) = log y for y > 1. To compute d(z, w) we
first make the observation that the cross ratio

c(z, w) =
(z − w)(z̄ − w̄)

(z̄ − w)(z − w̄)
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is invariant under fractional linear transformations. Then it is trivial to see that

d(z, w) = log
1−

√
c(z, w)

1 +
√
c(z, w)

.

The transformation z → z−i
z+i

maps H onto the unit disc D ⊂ C and transforms the Rieman-
nian metric into

ds2 = 4
dzdz̄

(1− |z|2)2
.

One refers toD with this metric as the hyperbolic disc. Clearly the geodesics in the hyperbolic
disc are straight lines through the origin and semi-circles orthogonal to the unit circle (which
is the boundary of D). In terms of the coordinates of the hyperbolic disc, the length of the

geodesic joining 0 to z ∈ D is d(0, z) = log 1+|z|
1−|z| , and the

d(z, w) = log
1 + t

1− t
,

where t = |w−z|
|1−z̄w| . ♠

Exercise 1.3.6 Prove that the area of the disc of radius r > 0 in D is 4π sinh2 r
2
. (This is

a special case of the fact that the volume of a ball in a Riemannian manifold with sectional
curvatures bounded above by a negative constant increases exponentially with radius.)

Exercise 1.3.7 Let z ∈ H. Let Sz(r) denote the non-Euclidean circle of radius r > 0
centered at z. Show that Sz(r) is a circle in the sense of Euclidean geometry and determine
its Euclidean radius and center.

The following two exercises appear in the work of Lobachevsky and are of some interest
in Gromov’s theory.

Exercise 1.3.8 Let L be a complete geodesic in the hyperbolic plane (i.e., a semi-circle
orthogonal to the x-axis or a straight line parallel to the y-axis), and r1 and r2 be the end
points of L. Let z 6∈ L and L1 and L2 be the unique geodesics through z tending to r1 and
r2 respectively (i.e., L1 and L2 are the extreme geodesics through z that do not intersect L).
Let α be the angle of intersection of L1 and L2 at z, and δ be the distance of of z to L. Show
that

tan
α

2
=

1

sinh δ
.

(Use fractional linear transformations to put L and z in nice locations.)
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Exercise 1.3.9 Let ∆ be a geodesic triangle in the upper half plane with edges α, β and γ.
For p ∈ α, let d(p) = infq d(p, q) where inf is taken on all q ∈ β ∪ γ. Show that there is a
number ρ <∞ and independent of ∆ such that

d(p) ≤ ρ.

Exercise 1.3.10 Let z, w ∈ D and denote the intersections of the geodesic connecting z and
w with the unit circle (i.e., ∂D) by z′ and w′. Let us assume that moving from one end of
the geodesic to the other we encounter these points in the order w′, z, w, z′. Define

D(z, w, z′, w′) =
(z − z′)(w − w′)

(z − w′)(w − z′)
.

Show that d(z, w) = logD(z, w, z′, w′).

1.3.2 Decomposition of the Curvature Tensor

The curvature tensor admits of certain decompositions which conceptually are easier to
understand in the context of representations GL(m,R), O(m) and SO(m) which we alluded
to in chaper 1. With the usual notation, let V ' Rm, T k(V ) denote the kth tensor power
of V , and Sk(V ) the kth symmetric power of V . We fix an inner product <,> on V which
we may assume to be the standard one on Rm. Clearly S2(

∧2 V ) ⊂ T 4(V ), and S2(
∧2 V ) is

invariant under the induced action of GL(m,R). For dimV = 4, the structure of S2(
∧2 V )

as a GL(4,R), O(4) or SO(4)-module was analyzed in examples ?? and ?? of chapter 1. Let
W be the representation space for the irreducible representation ρT of GL(m,R) determined

by the Young diagram or partition T : 4 = 2 + 2. Then dim(W ) = m2(m2−1)
12

. Denote by T ′

the partition 4 = 1 + 1 + 1 + 1, so that ρT ′ is the fourth exterior power representation of the
natural representation ρ1 of GL(m,R). We have

Lemma 1.3.1 S2(
∧2 V ) has the decomposition

S2(
2∧
V ) ' W ⊕

4∧
V,

into irreducible GL(m,R)-modules via the representations ρT and ρT ′.

Proof - It is not difficult to see that S2(
∧2 V ) contains a copy of W (consider e.g., (e1∧e2)⊗

(e1 ∧ e2)) which we again denote by W , and
∧4 V since (x∧ y)∧ (z ∧w) = (z ∧w)∧ (x∧ y).

The required result follows for dimension reasons. ♣
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The symmetries of the curvature tensor Rijkl, i.e., Rijkl + Rjikl = 0 and Rijkl = Rklij

suggest that we should arrange the components Rijkl as an m(m−1)
2

×m(m−1)
2

symmetric matrix
where the rows (or columns) of the matrix are enumerated as (1, 2), (1, 3), · · · , (m − 1,m)
corresponding to the basis e1 ∧ e2, e1 ∧ e3, · · · , em−1 ∧ em of ∧2V .

We can use our knowledge of representations of GL(m,R) and S4 to give a group theoretic
interpretation to the first Bianchi identity. Let β be the irreducible representation of degree
two of S4 corresponding to the partition 4 = 2 + 2 (see example ?? of chapter 1). Since
deg(β) = 2, the subspace ZT of theorem ?? of chapter 1 is

ZT ' W ⊗ R2 ' W ⊕W ′,

whereW ′ is a complementary subspace toW in ZT , andW andW ′ are necessarily isomorphic
as GL(m,R)-modules. Observe that the eigenvalues of the matrices β((123)) or β((132)) are
the third roots of unity ζ 6= 1 and ζ2. It follows that for every vector v ∈ R2 we have

v + β((123))v + β((132))v = 0, (1.3.4)

which is also a consequence of Schur’s orthogonality relations. Therefore the first Bianchi
identity is satisfied for every vector w ∈ W ⊕W ′. On the other hand, since a cyclic permuta-
tion of three letters has sign +1, the first Bianchi identity is not valid for non-zero elements
of
∧4 V . Therefore we have the following interpretation of first Bianchi identity:

Lemma 1.3.2 The curvature tensor takes values in the irreducible GL(m,R)-module W .

Since
∧4 V = 0 for a vector space V of dimension three, Bianchi identity for three dimen-

sional Riemannian manifolds is a consequence of the symmetry properties of the curvature
tensor. Of course, this fact is easily verified directly.

To decompose the curvature tensor we look at the action of the orthogonal group. Recall
that for every pair of indices i 6= j we defined in chapter 1, §5.2, the O(V )-equivariant trace
map Trij : T k(V ) → T k−2(V ). In view of the symmetries of the curvature tensor R = (Rijkl)
we have

Tr12(W ) = Tr34(W ) = 0 and Tr13(R) = Tr24(R) = K,

where K = (Kij) is the Ricci tensor. We denote the restriction of Tr13 = Tr24 to S2(∧2V )
and W by the same letter κ and call it the Ricci map. The symmetry properties of the
curvature tensor imply that κ takes values in the space of symmetric matrices. In view
of the decomposition S2(V ) = R ⊕ S2

◦(V ), where S2
◦(V ) is the space of symmetric trace

zero matrices, the Ricci tensor K admits of the further O(V )-equivariant decomposition
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K = Tr(K)
m

I + K ′ where Tr(K ′) = 0. We call R = Tr(K) the scalar curvature and K ′ the
traceless Ricci tensor.

We want to construct an O(V )-equivariant section λ : S2(V ) → W1. (By a section we
mean κλ(K) = K for every symmetric tensor (matrix) K.) The reason for constructing
such a section is to gain a better understanding of the curvature tensor under a conformal
change of the metric, as will be shown shortly. We noted in chapter 1, §5.2, that ker(κ) is
an O(V )-irreducible module, and we have the decomposition

W1 ' ker(κ)⊕ R⊕ S2
◦(V ) (1.3.5)

into inequivalent O(V )-irreducible subspaces. It follows that the desired section λ is unique.
To explicitly construct λ it is convenient to write λ = λ1 ⊕ λ2 where λ1 (resp. λ2) is defined
on R (resp. S2

◦(V )).
The sections λi are easily constructed by using the notion of Young symmetrizer. Natu-

rally we consider the Young symmetrizer for the partition T : 4 = 2 + 2. Now
CT = (1)− (12)− (34) + (12)(34) + (13)(24)− (1324)− (1423) + (14)(23)+

(13)− (132)− (143) + (1432) + (24)− (124)− (234) + (1234).
To construct the sections λi we take the O(V )-fixed nontrivial 2-tensor I = (δij), tensor it
with K ′ and I, and apply the Young symmetrizer CT to get it into W . This procedure gives
an O(V )-equivariant linear mapping into W . In other words, we set

λ1(I) = c1CT (I ⊗ I), λ2(K
′) = c2CT (I ⊗K ′), (1.3.6)

where the constants ci will be chosen suitably to make λi’s sections. In terms of components,
λi’s are

λ1(I)i1i2i3i4 = 8c1(δi1i3δi2i4 − δi1i4δi2i3),
λ2(K

′)i1i2i3i4 = 4c2(δi1i3K
′
i2i4

+ δi2i4K
′
i1i3
− δi2i3K

′
i1i4
− δi1i4K

′
i2i3

).
It is a simple calculation that for

c1 =
1

8(m− 1)
, c2 =

1

4(m− 2)
, (1.3.7)

λ1 and λ2 are sections. We fix these values for c1 and c2.
As an application of the above algebraic analysis we discuss the Weyl conformal curvature

tensor. Recall from example 1.2.19 that the curvature of the conformally flat metric du2 =
e2σ(dx2

1 + · · ·+ dx2
m) is given by (1.2.45) and (1.2.46). It is a simple calculation that

λ(L)ijkl = Sijkl, (1.3.8)

in the notation of (1.2.45) and (1.2.46). This means that the change in curvature due to
conformal change of the metric lies entirely in R ⊕ S2

◦(V ) in the notation of (1.3.5). From
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formal additivity of the curvature tensor under conformal change of metric and (1.3.8) it
follows that

Cijkl = Rijkl − λ(K)ijkl (1.3.9)

is invariant under a conformal change of the metric. C = (Cijkl) is called the Weyl conformal
(curvature) tensor and is the conformally invariant part of the curvature tensor. For future
reference we summarize the above analysis as

Lemma 1.3.3 With the above notation, the Weyl conformal tensor is invariant under a
conformal change of the Riemannian metric ds2.

Exercise 1.3.11 Show that for three dimensional Riemannian manifolds, the Weyl confor-
mal tensor vanishes (for dimension reasons).

Example 1.3.3 The analysis of the representation ρT for the case dim(V ) = 4 given in
the subsection on Young diagrams in chapter 1, §5.2, has geometric implications. The
map κ of example ?? of chapter 1 is identical with the Ricci map. The decomposition of
ker(κ) ' W ′

1 ⊕ W ′′
1 into ±1 eigenspaces of E implies that the Weyl conformal curvature

tensor C admits of the decomposition C = C+ + C−. C+ and C− are called the selfdual
and anti-selfdual components of the Weyl conformal tensor. The change of bases described
in examples ?? and ?? of chapter 1 imply that the same transformation puts the curvature
tensor represented as the 6× 6 symmetric matrix (Rijkl) in the form(

I E1

−E1 I

)
(Rijkl)

(
I −E1

E1 I

)
=

(
R1 R2

R′
2 R3

)
,

where the 3 × 3 matrix R2 is completely determined by the traceless Ricci tensor, and the
symmetric matrices R1 and R3 have the properties

Tr(R1) = Tr(R3); R1 −
R

6
I = 4C+; R3 −

R

6
I = 4C−.

In view of the expression for B in terms of κij’s in example ?? of chapter 1, Einstein condition
for a Riemannian manifold of dimension four is equivalent to the vanishing of the matrix R2.
While the matrices R1 − R

6
I, R3 − R

6
I and R2 are obtained from the C+, C− and K ′, one

should exercise some caution in identifying them with the Weyl conformal and Ricci tensors
since, normally, a tensor is expressed relative to a frame on the base manifold, but here we
have made a change of bases for ∧2V . ♠
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1.3.3 Some Homogeneous Spaces

Let G ⊂ GL(n,R) be an analytic group and K ⊂ G a closed connected subgroup8. For
certain compact subgroups K ⊂ G we would like to investigate the curvature properties of
the coset space M = G/K relative to a suitable Riemannian metric. Just as in the case of
spaces of constant curvature, it is useful to introduce an indefinite metric. We assume there
is an indefinite metric dσ2 on G which is G-bi-invariant, i.e., invariant under left translations
and the adjoint action of G. The metric dσ2 as an inner product on a subspace of G is
denoted by <,>. <,> is required to have the invariance property

< Ad(g)ξ,Ad(g)η >=< ξ, η >, or infinitesimally < [ζ, ξ], η > + < ξ, [ζ, η] >= 0,

for all g ∈ G and left invariant vector fields ξ, η, ζ ∈ G.
We assume that we have orthogonal direct sum decomposition G = K ⊕M relative to

<,>, where M is a subspace with the following properties:

[M,M] ⊆ K, Ad(K)M = M. (1.3.10)

We furthermore assume that <,> is positive definite on M, however, on K it is either
positive definite or negative definite (K is compact).

Let dimG = N , {e1, · · · , em} be an orthonormal basis for M and {em+1, · · · , eN} or-
thonormal basis for for K. Let {ωA} be the dual basis of left invariant 1-forms. The Levi-
Civita connection for the indefinite metric is defined to be a matrix of 1-forms ω = (ωAB)
which is skew-symmetric relative to the inner product <,> and such that dωA +

∑
B ωAB ∧

ωB = 0. To compute the Levi-Civita connection let γABC be the structure constants of the
Lie algebra G, i.e.,

[eA, eB] =
∑
C

γCABeC .

In terms of γCAB, Jacobi identity is given by∑
D

(γDABγ
E
CD + γDCAγ

E
BD + γDBCγ

E
AD) = 0. (1.3.11)

8In practice, the condition of connectedness is a little too restrictive, but often we may assume finiteness
of the number of connected components. Connectedness allows one to reduce many considerations to the
level of Lie algebras. When K is not connected we may have to impose the additional requirement of
invariance under the finite group K/K◦ where K◦ denotes the connected component of K, after reduction
to Lie algebras.
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Since eA’s are left invariant, 2dω(eA, eB) = −ω([eA, eB]). From this and the invariance
property of <,> it follows easily that

ωAB =
∑
C

γACBωC

is the Levi-Civita connection. By (1.2.15) we have

∇eA
eB =

1

2
[eA, eB], (1.3.12)

and consequently by proposition 1.2.6 and the Jacobi identity we obtain

2Ω(eA, eB)eC = −1

4
[eC , [eA, eB]]. (1.3.13)

Equivalently, substituting in ΩAB = dωAB +
∑
ωAC ∧ ωCB and using (1.3.11) we obtain

ΩAB = −
∑
D,E

(
∑
C

γCDBγ
A
EC)ωD ∧ ωE. (1.3.14)

In view of the G-invariance of the metric the Ricci curvature is given by

RAB =
1

4

∑
C

< [eA, eC ], [eB, eC ] > (1.3.15)

Our calculations were done at the level of the group G or its Lie algebra, rather than on the
homogeneous space M = G/K. The algebraic structure of G enabled us to carry out these
calculations very simply by using the inner product <,> on G. To obtain the curvature of
M simply restrict the indices 1 ≤ A,B,C, · · · ≤ N to the range 1 ≤ i, j, l, · · · ≤ m. Notice
for example that [ei, ej] ∈ K so that the extension of <,> to G is essential.

Exercise 1.3.12 Show that if the bi-invariant metric dσ2 is positive definite then sectional
curvatures of M are non-negative. Furthermore, if dσ2 is negative definite on K, the sectional
curvatures of M are non-positive.

Let us apply these considerations to some concrete cases.

Example 1.3.4 Let G = U(n+ k) and K = U(k)×U(n) so that M = G/K is the complex
Grassman manifold Gk,n. Here G is compact, and the indefinite dσ2 on G given by

< ξ, η >= −1

2
Tr(ξη),
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where ξ and η are identified with skew hermitian matrices, is already Riemannian. Let Ejk
be the matrix with 1 at the (j, k)th spot and zeros elsewhere, then the matrices

i(Ejp + Epj), Ejp − Epj for 1 ≤ j ≤ k, k + 1 ≤ p ≤ n+ k,

form a basis for M. For eA = i(Ejp + Epj) and eB = Ejp − Epj we see

< Ω(eA, eB)eA, eB >= −4,

i.e., sectional curvature of the plane spanned by eA and eB is 4. Similarly, sectional curvatures
of the planes spanned by the vectors {i(Ejp +Epj), Ejq −Eqj}, {i(Ejp +Epj), i(Ejq +Eqj)},
{Ejp−Epj, Ejq−Eqj}, {i(Ejp+Epj), Elp−Epl}, {i(Ejp+Epj), Ejq−Eqj}, or {Ejp−Epj, Ejq−
Eqj}, for p 6= q and j 6= l is 1. The sectional curvature of plane spanned by {i(Ejp+Epj), Elq−
Eql} for p 6= q and j 6= l is 0. In particular, for the complex projective space (i.e., k = 1)
the sectional curvatures are either 1 or 4. To compute the Ricci tensor we make use of
(1.2.38). G-invariance of the metric implies that the Ricci tensor is fixed by transformations
A ∈ U(k) × U(n), i.e., ρ(A−1)(Rik)ρ(A) = (Rik) where ρ denotes the adjoint action of
K = U(k) × U(n) on M. Since ρ is irreducible (as a complex representation), (Rik) is a
multiple of identity. Now it is an easy computation to see that

(Rik) = 2(2 + k + n)I.

In particular M is Einstein with scalar curvature 2(2 + k + n). ♠

Example 1.3.5 Let Jk,n =

(
−Ik 0
0 In

)
where Ik is the k × k identity matrix, G = U(k, n)

be the unitary group of Jk,n, i.e., the set of complex invertible matrices U ∈ GL(n + k; C)
such that Ū ′Jk,nU = Jk,n. (Here bar and prime denote complex conjugate and transpose of
the matrix.) This condition is equivalent to the relations

−Ā′A+ C̄ ′C = −Ik, − B̄′A+ D̄′C = 0, − B̄′B + D̄′D = In, (1.3.16)

where U =

(
A B
C D

)
. We set K = U(k)×U(n) ⊂ G, then M = G/K can be identified with

the generalized disc Dk,n of k× n matrices Z such that In− Z̄ ′Z is positive definite. In fact
for an element Z ∈ Dk,n the action of G is given by

Z −→ (AZ +B)(CZ +D)−1.

The isotropy subgroup of zero matrix 0 ∈ Dk,n is K, and transitivity of the action of G
on Dk,n is a simple exercise in linear algebra. However, it remains to show that CZ +D is
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invertible and Dk,n is invariant under G. Let W = (AZ+B)(CZ+D)−1, then using (1.3.16)
it is easily verified that

(Z̄ ′C̄ ′ + D̄)−1(In − Z̄ ′Z)(CZ +D)−1 = (In − W̄ ′W )

which is valid for the open dense set det(CZ+D) 6= 0. Since Dk,n is a bounded domain, Z →
det(CZ+D)−1 is bounded for an open dense subset of Dk,n, and therefore det(CZ+D) 6= 0
for all Z ∈ Dk,n and G maps Dk,n to itself. Proceeding as in the preceding example, we
define the indefinite metric dσ2 on the Lie algebra G of G by

< ξ, η >=
1

2
Tr(ξη),

G consists of matrices skew hermitian relative to Jk,n, i.e., matrices X satisfying X̄ ′Jk,n +
Jk,nX = 0. Let K be the Lie algebra of K and M be its orthogonal complement. Then

Ejp + Epj, i(Ejp − Epj) for 1 ≤ j ≤ k, k + 1 ≤ p ≤ n+ k,

is a basis for M, dσ2 is positive definite on M and negative definite on K. Now computing
as before we see that the sectional curvatures of Dk,n are 0, -1 or -4, and its Ricci tensor is
the (Rik) = −2(2 + k + n)I. For k = 1 the sectional curvatures are either -1 or -4. ♠

Since it is not our purpose to give an account of the theory of symmetric spaces, we
mention the following example in the form of an exercise and refer the reader to [H] or [KN]
for an extensive discussion of differential geometry of symmetric spaces:

Exercise 1.3.13 Let G = SP (n; R) the (symplectic group) be the set of (invertible) 2n×2n

real matrices U =

(
A B
C D

)
such that U ′JU = J where J =

(
0 −In
In 0

)
is the standard skew

symmetric matrix. Consider the action of the G on the Siegel Upper Plane

P = {Z = X + iY |Z complex symmetric n× n matrix, Y positive definite},

given by Z → (AZ+B)(CZ+D)−1. Show that the isotropy subgroup at Z = iI is isomorphic
to the unitary group K = U(n), and the action of G is transitive on P. Prove that the
mapping

Z −→ (I + iZ)(I − iZ)−1

maps P onto the set of complex symmetric matrices V such that I − V̄ V is positive definite.
Imitating the argument of example 1.3.5 show that CZ + D is invertible and P is in fact
invariant under G. Thus P ' G/K. Obtain the decomposition G = K ⊕M. Define the bi-
invariant indefinite metric on G by < ξ, η >= Tr(ξη), and compute the sectional curvatures
and the Ricci tensor of P.
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Example 1.3.6 Since quadrics are a rich source of examples in geometry, we consider the
curvature properties of the standard complex quadric Q ⊂ CP (n) defined by the single
quadratic equation z2

◦ + · · · + z2
n = 0. (See also subsection on quadrics above.) It is a

straighforward exercise to show that Q is a connected complex manifold. The group U(n+1)
acts on S2n+1 ⊂ Cn+1 and the action induces action on CP (n). Now SO(n+1) ⊂ U(n+1) and
the quadric Q is invariant under the action of SO(n+1). Let v = ( 1√

2
, i√

2
, 0, · · · , 0) ∈ S2n+1

then the image [v] of v in CP (n) lies on Q and isotropy subgroup at [v] is the subgroup K
of matrices of the form cos θ − sin θ 0

sin θ cos θ 0
0 0 A

 ,

where A ∈ SO(n− 1). Since SO(n+ 1)/K is a compact submanifold of Q of real dimension
2n = dimR(Q), Q = SO(n+1)/K. Relative to the positive definite inner product < ξ, η >=
−1

2
Tr(ξη) on the Lie algebra U(n+ 1), the orthogonal complement of K is the subspace

M =

{ 0 0 x
0 0 y
−x′ −y′ 0

},
where x and y are real row vectors. It is convenient therefore to represent elements of M as
ξ = (x, y). We thus obtain the decomposition U(n+ 1) = K⊕M and the condition (1.3.10)
is satisfied. Therefore we can proceed as before for the computation of the curvature of Q.
Then for ξ = (x, y), η = (u, v), ζ ∈M we obtain 2Ω(ξ, η)ζ = 1

4
[[ξ, η], ζ] and

[ξ, η] = 2

xu′ − ux′ 0 0
0 yv′ − vy′ 0
0 0 x′u+ y′v − u′x− v′y

 .

Furthermore, the Ricci tensor is 4(n− 1)I. ♠

To understand the structure of geodesics on the homogeneous spaces M = G/K consid-
ered above, it is convenient to make use of the bi-invariant indefinite metric dσ2 introduced
above. First we note that the notion of parallel translation is defined relative to the Levi-
Civita connection, and is therefore identical with the case of a Riemannian metric. Covariant
derivative is also defined by the same formula as in the case of a Riemannian metric. Similarly
a curve γ is a geodesic if ∇γ̇ γ̇ = 0. However, the notion of distance and length minimizing
property of geodesics do not carry over to the indefinite case. The essential observation is
the following proposition:
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Proposition 1.3.1 With respect to the indefinite metric dσ2, the 1-parameter subgroups
γξ(t) = exp(tξ) are the geodesics through e ∈ G. The geodesic through g ∈ G with tangent
vector at g the left invariant vector field ξ at g, is g.γξ(t). In particular, geodesics exist for
all values of the parameter t.

Proof - From the fact that t → exp(tξ) is a homomorphism it follows that the tangent
vector field to the curve t→ g exp(tξ) is the left invariant vector field ξ. Now relative to the
Levi-Civita connection for the bi-invariant metric dσ2, ∇ηξ = 1

2
[η, ξ] for left invariant vector

fields η, ξ. Therefore ∇ξξ = 0 and the proof of the proposition is complete. Q E D
Now assume that there is an involution θ : G→ G whose fixed point set is K (see remark

1.3.1 below) and M is the eigenspace corresponding to eigenvalue -1 for the induced action
of θ on G. For instance, in examples 1.3.4 and 1.3.5 above the involution θ is given by
θ(g) = Jk,ngJk,n, and for the symplectic group θ(g) = JgJ−1. We use θ to embed M = G/K
into G. In fact, consider the mapping  : G → G given by g → gθ(g)−1. Clearly G acts
transitively on Im() which makes it into a homogeneous space for G. Now e ∈ Im() and the
isotropy subgroup at e is the fixed point set of θ which is K. Therefore Im() ' M = G/K
and we identify M with Im(). M is a totally geodesic submanifold of G relative to the
bi-invariant metric dσ2, i.e., every geodesic emanating from a point in M and initial tangent
vector tangent to M , remains in M . Since geodesics in G are left translates of 1-parameter
subgroups, to show that M is totally geodesic it suffices to show that for ξ ∈ M the curve
γξ(t) = exp(tξ) lies in M . Since ξ ∈M, ξ = ξ

2
−θ( ξ

2
) and θ( ξ

2
) and ξ

2
commute. Consequently

γξ(t) = exp(t
ξ

2
) exp(−tθ(ξ

2
)) = hθ(h)−1,

where h = exp(t ξ
2
). This shows thatM is a totally geodesic submanifold ofG. The restriction

of the indefinite metric dσ2 to M is Riemannian, and is precisely the metric considered earlier
in examples 1.3.4 and 1.3.5. ♣

Remark 1.3.1 The condition that K is the fixed point set of θ is in general too restrictive.
Normally one only requires K to lie between the fixed point set of θ and its connected
component which has finite index in the former group. This implies that M is a finite
covering of Im() in the sense of chapter 4, and the local conclusions about curvature etc.
remain valid. Exercise 1.3.15 below gives an example of a situation in which the fixed point
set of θ has actually two connected components. ♥

Exercise 1.3.14 Let H be a compact analytic group. Show that H maybe regarded as a
homogeneous space of the form H ' G/K as described above by setting G = H × H and
K = {(h, h)|h ∈ H}.
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Exercise 1.3.15 Let G◦
k,n(R) be the Grassman manifold of oriented k-planes in Rk+n (see

example of chapter 1). Then G◦
k,n(R) ' SO(k+n)/SO(k)×SO(n) is the realization of this

space as M = G/K as above. Obtain the decomposition G = K⊕M using the inner product
(positive definite) −1

2
Tr(ξη). Compute the sectional curvatures and Ricci tensor of G◦

k,n(R).

Exercise 1.3.16 By realizing the complex projective space CP (n) as U(n+ 1)/U(1)×U(n)
show that the geodesics in CP (n) relative to the metric −1

2
Tr(ξη) are of the form

t −→ g.[cos t, sin t, 0, · · · , 0],

in homogeneous coordinates, where g ∈ U(n+ 1).

Exercise 1.3.17 Show that a geodesic in the Siegel upper half plane can be put in the form

t −→ i exp(tD),

where D is a diagonal matrix, by a symplectic transformation g ∈ SP (n,R). Obtain a similar
result for the generalized unit disc Dk,n.

Exercise 1.3.18 Let P be the space of n × n symmetric positive definite real matrices of
determinant 1. Show that the mapping A → AA′, where ′ denotes transpose, gives the
realization

P ' SL(n,R)/SO(n),

as a homogeneous space. Show that a bi-invariant indefinite metric for SL(n,R) is Tr(ξη).
Obtain the decomposition G = K ⊕M for this case and show that the relations (1.3.10) are
valid. Deduce that every geodesic in P is of the form

t −→ g.etA.g′,

where A is a diagonal matrix with Tr(A) = 0, and g ∈ SL(n,R). Show also that the sectional
curvatures of P are non-positive. Prove that the Riemannian metric on P has coordinate
expression ds2 = Tr((UdU)2) where U runs over symmetric positive definite matrices of
determinant 1. (Essentially the same assertions are valid for the homogeneous space P ′ '
GL(n,R)/O(n) of symmetric positive definite real matrices.)
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1.3.4 The Laplacian

There are various ways of defining the Laplace operator ∆ on a Riemannian manifold M .
First we confine ourselves to real or complex valued forms on M . Let M be an oriented
Riemannian manifold (without boundary) and dv denote the Riemannian volume element.
On the space of real or complex valued compactly supported smooth functions on M we
define the the inner product

< φ, ψ >=

∫
M

φ(x)ψ(x)dv.

The completion of the space of smooth functions under< ., . > is the Hilbert space L2(M,dv).
We want to extend the notion of inner product < ., . > to forms on M . Let ω1, · · · , ωm denote
an orthonormal coframe forM . Then locally a p-form β is a linear combination of expressions
of the form ωi1 ∧ · · · ∧ ωip . Define the star operator ? (see also chapter 1, §6.2):

?(ωi1 ∧ · · · ∧ ωip) = εi1···ipj1···jm−pωj1 ∧ · · · ∧ ωjm−p

where {j1, · · · , jm−p} is the complement of {i1, · · · , ip} in {1, 2, · · · ,m} and εi1···ipj1···jm−p is
the sign of the permutation 1 → i1, · · · ,m→ jm−p. It is readily verified that ? is independent
of the choice of orthonormal coframe ω1, · · · , ωm. Clearly ? extends linearly to p-forms, and
we define the inner product of two p-forms α and β as

< α, β >=

∫
M

α ∧ ?β.

This definition is compatible with the inner product of two functions regarded as 0-forms.
If α is a q-form and p 6= q then we set < α, β >= 0.

Exercise 1.3.19 Show that for a function φ on a Riemannian manifold M we have

ds2(gradφ, gradφ)dv = dφ ∧ ?dφ = ds2(dφ, dφ)dv,

where dv denotes the volume element.

Define the operator δ mapping a p-form on M to a (p− 1)-form by

δ = (−1)mp+m+1 ? d ? .

Since ?? = ±Id., δδ = 0. Furthermore, for compactly supported C1 forms α and β we have

< dα, β >=< α, δβ > . (1.3.17)
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In terms of d and δ the Laplace operator ∆ on forms is defined as

−∆ = dδ + δd.

The symmetric character of the Laplace operator is evident from its definition. It is easily
verified that the application of Laplace operator to functions on a Riemannian manifold is
given by

∆f = div grad(f) (1.3.18)

The fact that ∆ is defined on forms (not just functions) has many geometric applications
some of which we will discuss in connection with cohomology. The operator −∆ is positive
semi-definite on compactly supported forms since

< −∆α, α >=< dα, dα > + < δα, δα >≥ 0.

Since ∆ is negative semi-definite on compactly supported functions, it is customary to refer
to −∆ as the positive Laplacian. A p-form β such that ∆β = 0 is called harmonic.

Exercise 1.3.20 Let M be a surface with Riemannian metric ds2 = e2σ(du2 + dv2), and f
a real or complex valued function on M . Show that

∆f = e−2σ
(∂2f

∂u2
+
∂2f

∂v2

)
.

Exercise 1.3.21 Show that for the usual metric ds2 = dϕ2 + sin2 ϕdθ2 on S2 the Laplacian
is given by

∆f =
∂2f

∂ϕ2
+ cotϕ

∂f

∂ϕ
+

1

sin2 ϕ

∂2f

∂θ2
.

Exercise 1.3.22 Let (gij) be the matrix of a Riemannian metric relative to a coordinate
system (x1, · · · , xm) on a Riemannian manifold. Denote the determinant and inverse of
(gij) by g and (gij) respectively. Show that (1.3.18) becomes

∆f =
1
√
g

∑
k

∂

∂xk

(∑
j

gjk
√
g
∂f

∂xj

)
.

To study the Laplace operator on the sphere SmıRm+1 we consider the moving coframe
on Rm+1

ω1 = rω̃1, · · · , ωm = rω̃m, ωm+1 = dr
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where ds2
Rm+1 = ω2

1 + · · ·+ ω2
m+1 and the 1-forms ω̃j are a moving frame for the unit sphere

Sm and therefore do not depend on r. For a function f on Rm+1 we have

df =
m∑
i=1

firω̃i +
∂f

∂r
dr.

Therefore ?df =
∑
fiβi+

∂f
∂r
rmω̃1∧· · ·∧ ω̃m where the m-forms βi contain dr. Consequently,

∆Rm+1f = − ? d ? df =
[∂2f

∂r2
+
m

r

∂f

∂r

]
+

1

r2
∆Smf,

where ∆Sm denotes the Laplacian on the unit sphere. Therefore

∆Smf = r2∆Rm+1f −
[
r2∂

2f

∂r2
+mr

∂f

∂r

]
. (1.3.19)

An immediate consequence of (1.3.19) is that if f is a homogeneous polynomial of degree n
on Rm+1 such that ∆f = 0 then f is an eigenfunction of the Laplacian on the unit sphere
with eigenvalue −n(n + m − 1). These polynomials or their restrictions to the unit sphere
are called spherical harmonics. Naturally by the degree of a spherical harmonic we mean
its degree as a polynomial. It is an important theorem in analysis that spherical harmonics
contain an orthonormal basis for L2(Sm, dv) where dv denotes the invariant measure on the
sphere. We summarize the basic facts regarding this in the following theorem and refer to
[SW] for the proof and some applications:

Theorem 1.3.1 The space Ak of spherical harmonics of degree k has dimension
(
m+k
k

)
−(

m+k−2
k−2

)
, where the binomial coefficient

(
a
b

)
= 0 for b < 0. Ak and Al are orthogonal for k 6= l

relative to the standard L2 inner product on Sm. Finite linear combinations of elements of⋃
kAk are dense in L2(Sm, dv) and in the space of continuous functions on Sm relative to

the sup norm.

Example 1.3.7 To gain some understanding of spherical harmonics consider the two di-
mensional case. The Laplacian on S1 is ∆ = d2

dθ2
and its eigenfunctions are 1, cosnθ, sinnθ.

Writing x1 = cos θ and x2 = sin θ, from the standard expansions cosnθ and sinnθ we obtain

cosnθ = xn1 −
(
n

2

)
xn−2

1 x2
2 +

(
n

4

)
xn−4

1 x4
2 + · · · , sinnθ =

(
n

1

)
xn−1

1 x2 −
(
n

3

)
xn−3

1 x3
2 + · · ·

Regarding x1, x2 as independent Cartesian coordinates in R2, denoting the above expressions
for cosnθ and sinnθ by Pn(x1, x2) and Qn(x1, x2) and applying the Laplacian ∆ = ∂2

∂x2
1
+ ∂2

∂x2
2

we obtain

∆Pn = 0, ∆Qn = 0.
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Now assume F (x1, x2) =
∑

k ckx
n−k
1 xk2 is a homogeneous polynomial of degree n with ∆F =

0. The latter relation implies the recursion

ck+2 = −(n− k)(n− k − 1)

(k + 1)(k + 2)
ck

The initial conditions c◦ = 1, c1 = 0 and c◦ = 0, c1 = 1 lead to the polynomials Pn and Qn.
Consequently polynomial solutions of ∆ in the plane are linear combinations of Pn’s and
Qn’s. Since classically harmonics refer to the trigonometric functions cosnθ and sinnθ, this
example should motivate the use of the terminology “spherical harmonic”. ♠

There are a number of applications of spherical harmonics and in particular of Fourier
series to geometry. Perhaps Hurwitz’ proof of the isoperimetric inequality is first deep
application of Fourier series to a geometric problem. Since we have already given two proofs
of this fundamental result, we delegate this proof to the following exercise:

Exercise 1.3.23 Let γ : [0, 2π] → R2 be a simple closed curve of length L. Assume the
parameter t ∈ [0, 2π] is a multiple of arc-length and γ is oriented counterclockwise. Denote
the image of γ by Γ and let C be the region enclosed by Γ. Let A denote the area of C.

1. Using Stokes’ theorem show that

L2 − 4πA = 2π

∫ 2π

◦

[(dx1

dt

)2
+
(dx2

dt

)2
+ 2x2

dx1

dt

)
dt

= 2π

∫ 2π

◦
(
dx1

dt
+ x2)

2dt+ 2π

∫ 2π

◦
[(
dx2

dt
)2 − x2

2]dt,

where γ(t) = (x1(t), x2(t)).

2. Let f be a periodic function of period 2π whose zeroth Fourier coefficient vanishes.
Show that ∫ 2π

◦
(
df

dt
)2dt ≥

∫ 2π

◦
f(t)2dt.

(This inequality is often called Poincaré inequality.)

3. Since L2 − 4πA is invariant under translations we may assume
∫ 2π

◦ x2(t)dt = 0. Ap-
plying (2) to f = x2 and using (1) deduce the isoperimetric inequality L2 − 4πA ≥ 0.

4. Deduce that the circle is the only curve for which L2 − 4πA = 0.
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Exercise 1.3.24 Consider the two dimensional torus T 2 = R2/L where L ⊂ R2 is the lattice
with basis (α, 0), (β, γ). Show that the functions

1, sin
2πmy

γ
, cos

2πmy

γ
, sin 2πm(

x

α
− βy

αγ
), cos 2πm(

x

α
− βy

αγ
).

are eigenfunctions for ∆, and they form a basis for L2(T 2, dxdy). Find all eigenvalues for
∆.

Exercise 1.3.25 Let M = Sm or Tm, the m-dimensional flat torus. Let N(λ) denote the
number of eigenvalues of −∆ which are < λ. Verify the validity of Weyl’s asymptotic formula

N(λ) ∼ vmvol(M)

(2π)m
λ

m
2 ,

in these cases. Here vm denotes the Euclidean volume of the m-dimensional ball.

A basic problem about the Laplace operator on a Riemannian manifold is the determi-
nation of its spectrum which depends strongly on the Riemannian structure. Of course the
exact determination of the spectrum, except in very special cases, is not within the range of
the present knowledge. Typical issues on which progress has been made are

1. For the positive Laplacian −∆ acting functions on a compact orientable Riemannian
manifold, the smallest eigenvlaue is λ◦ = 0 which occurs with mutiplicity 1. Can
we give upper and lower bounds for the next eigenvalue in terms of the Riemannian
structure?

2. Let M be a compact orientable Riemannian manifold. For a positive real number λ,
let N(λ) denote the number of eigenvalues of −∆ less than λ. While an exact and
practical formula for N(λ) may not be feasible, much is known about its asymptotic
behavior.

3. Does the spectrum of −∆ determine the Riemannian metric? The answer is negative
and we will say something about this in chapter 4.

4. Let M ⊂ R2 be a bounded doamin with smooth boundary. The eigenvalues of −∆ on
the space functions vanishing on the boundary determine the frequencies of the sound
generated by a drum in the shape of M? Therefore problem 3 in this case becomes
“Can we hear the shape of a drum?”
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5. A generalization of problem 4 is to what extent an unknown entity (e.g. a Riemannian
metric, an obstacle, a potential etc.) is determined by the observables, i.e., the spec-
trum. This is a fundamental problem of physics which may be classified as the Inverse
Spectral or the Inverse Scattering theory.

The literature on this subject is very extensive, and our goal here is to explain some simple
ideas which have proven fruitful in gaining some insight into these issues. Naturally, all
methods rely heavily on techniques from analysis which are not appropriate for this text. We
limit ourselves to cases where the analysis is of a rather elementary nature, can be described
without invoking advanced analytical techniques, and has finite dimensional analogues which
are easy to explain.

For a symmetric linear operator on a finite dimensional real Hilbert space V , the eigen-
values are real and denote them by λ◦ < λ1 < λ2 < · · · . The smallest eigenvalue λ◦ is

λ◦ = inf
0 6=v∈V

| < v,Av > |
< v, v >

, (1.3.20)

where < ., . > denotes the inner product. Let Vj denote the eigenspace corresponding to
eigenvalue λj and V ⊥

j denote its orthogonal complement. The second smallest eigenvalue λ1

is then given by

λ1 = inf
0 6=v∈V ⊥◦

| < v,Av > |
< v, v >

. (1.3.21)

Similarly by replacing V ⊥
◦ with the orthogonal complement of V◦ ⊕ · · · ⊕ Vj−1 in (1.3.21) we

obtain a formula for λj. This description of the eigenvalues of a symmetric linear operator
(in finite or infinite dimensions) is known as the variational characterization of eigenvalues.

The variational characterization of eigenvalues of a symmetric operator in the finite di-
mensional case generalizes to the infinite dimensional case. We note the following plausible
facts about the unbounded operator ∆:

Proposition 1.3.2 The positive Laplacian −∆ acting on C2 functions on the compact Rie-
mannian manifold M has the following properties:

1. The eigenvalues of ∆ form a discrete set 0 = λ◦ < λ1 < λ2 < · · · ⊂ R.

2. limj→∞ λj = ∞.

3. The eigenspace Vj corresponding to eigenvalue λj is finite dimensional.

4. V◦ is one dimensional and consists of constants.
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5. There is an orthonormal basis for L2(M,dv) consisting of eigenfunctions of ∆ (Com-
pleteness property).

6. The characterizations of of eigenvalues of symmetric operator given by (1.3.20) and
(1.3.21) (and similar formulae for all λj’s) remain valid for ∆. (Orthogonal comple-
ments are relative to the inner product on L2(M).)

Except for the facts that λ◦ may be > 0 and dimV◦ is not necessarily 1, all the properties
enunciated in proposition 1.3.2 are valid for the Laplacian acting on forms. The interpre-
tation of V◦ for forms is mentioned in connection with cohomology in another volume. A
detailed proof of this proposition involves some standard analysis of elliptic operators. Since
the method of proof depends on techniques different from those emphasized in this volume,
we simply accept the validity of proposition 1.3.2 and proceed from there. We also note the
important fact from analysis that the eigenfunctions of −∆ are necessarily smooth (even
analytic). Such results are often called regularity theorems in partial differential equations.

The variational characterization of eigenvalues of −∆ can be utilized to obtain the first
term in the asymptotic expansion of N(λ) for a bounded domain in Rm. The asymptotic
formula given in exercise ?? for torii and spheres, although valid for general compact Rie-
mannian manifolds is considerably deeper. To formulate the problem for a bounded domain
U ⊂ Rm, with piecewise C2 boundary, requires introducing boundary conditions:

1. (Dirichlet Boundary Condition) - We look for eigenvalues λ, −∆φ = λψ, where φ is a
function on U , continuous up to the boundary, and vanishing on ∂U .

2. (Neumann Boundary Condition) - We look for eigenvalues λ, −∆φ = λψ, where φ
is a function on U , continuously differentiable up to the boundary, with ∂φ

∂ν
= 0 on

∂U where ∂
∂ν

denotes the derivative in the direction normal to the boundary. The
boundary requirement is only on the open dense portion of ∂U which is C2.

Exercise 1.3.26 Consider the rectangle R ⊂ Rm with sides of lengths l1, . . . , lm. Show that
the eigenfunctions of −∆ acting on functions on R with Dirichlet boundary condition are
products of the form

sin
πk1x1

l1
. . . sin

πkmx1

lm
,

where k1, . . . , km are positive integers, and the corresponding eigenvalues are π2[
k2
1

l21
+. . .+ k2

m

l2m
].

Similarly, for the Neumann boundary condition the eigenfunctions are of the same form with
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sines replaced by cosines and k1, . . . , km non-negative integers. The corresponding eigenvalues

are π2[
k2
1

l21
+ . . .+ k2

m

l2m
]. Deduce the same asymptotic expansions

ND(λ) ∼ vmvol(U)

(2π)m
λ

m
2 , NN (λ) ∼ vmvol(U)

(2π)m
λ

m
2

in both cases.

The key idea in the application of the variational characterization of eigenvalues to the
computation of N(λ) is via the domain monotonicity property which is described in lemmas
1.3.4 and 1.3.5 below. We let λ1 ≤ λ2 ≤ . . . denote the eigenvalues of −∆ acting on L2

functions on U with Dirichlet boundary condition. The sign ≤ means that the eigenvalues
are arranged in increasing order and each is repeated as many times as its multiplicity.
Whenever necessary to emphasize the distinction between Dirichlet and Neumann boundary
conditions we use the superscripts D with N .

Lemma 1.3.4 Let U1, . . . , Un be mutually disjoint open subsets of U with piecewise smooth
boundaries. Let δ1 ≤ δ2 ≤ . . . be the eigenvalues of −∆ acting on L2 functions on U1∪. . .∪Un
vanishing on ∂U1 ∪ . . . ∪ ∂Un. Then λk ≤ δk.

Lemma 1.3.5 Let U1, . . . , Un be mutually disjoint open subsets of U with piecewise smooth
boundaries and assume U = U1∪ . . .∪Um. Let η1 ≤ η2 ≤ . . . be the eigenvalues of −∆ acting
on L2 functions on U1∪ . . .∪Un with vanishing normal derivatives on ∂U1∪ . . .∪∂Un. Then
ηk ≤ λk.

Before giving the proof of the lemmas let us see how they imply

Proposition 1.3.3 For a bounded domain U ⊂ Rm with piecewise C2 boundary, ND(λ),
the number of eigenvalues ≤ λ for the Dirichlet boundary condition, satisfies

ND(λ) ∼ vmvol(U)

(2π)m
λ

m
2 ,

where vm is the volume of the unit ball in Rm.

Proof - Partition the space with equi-spaced hyperplanes orthogonal to the coordinate axes,
and let U1, . . . , Un be the open cubes of the partition that lie entirely in U and ND

j (λ) be
the number of eigenvalues ≤ λ for the Dirichlet boundary value problem on Uj. If the length
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of a side of the cube Uj is α then the corresponding eigenfunctions are given as products of
sine functions and the eigenvalues are

π2k
2
1 + . . .+ k2

m

α2
,

where k1, . . . , km range over positive integers (see exercise 1.3.26 above.) The validity of the
assertion of the proposition for ND

j (λ) follows by an elementary counting argument. Lemma
1.3.4 implies

ND(λ) ≥
∑

ND
j (λ).

This inequality together with the validity of the desired estimate for Uj’s imply

lim inf
λ→∞

ND(λ)

λ
m
2

≥ vmvol(U)

(2π)m
. (1.3.22)

To prove the converse inequality, let U1, . . . , UN be the cubes of the partition such that
Uj ∩ Ū 6= ∅ so that U ⊂ int(U1 ∪ . . . ∪ UN). Let V = int(U1 ∪ . . . ∪ UN). Then by lemma

1.3.4 ND
U (λ) ≤ ND

V (λ) and By lemma 1.3.5 ND
V (λ) ≤

∑N
j=1N

N
j (λ). Therefore

ND
U (λ) ≤

N∑
j=1

NN
j (λ) (1.3.23)

The eigenvalues and eigenfunctions for the Neumann boundary condition on Uj’s are given
as products of cosine functions and the eigenvalues are

π2k
2
1 + . . .+ k2

m

α2
,

where k1, . . . , km range over the non-negative integers. It follows easily that the estimate of
the proposition is valid for NN

j as well. Substituting in (1.3.23) we obtain

lim sup
λ→∞

ND(λ)

λ
λ
2

≤ vmvol(U)

(2π)m
. (1.3.24)

(1.3.22) and (1.3.24) imply the required result. ♣
It remains to proves the lemmas.

Proof of Lemma 1.3.4 - Let ψj be the eigenfunction corresponding to δj on a subset Ujl , and
extend ψj by 0 outside Ujl . Then for every k we may assume ψ1, . . . , ψk are an orthonormal
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sequence in L2(U). Let φ1, . . . , φk−1 be eigenfunctions for the −∆ with Dirichlet boundary
values on U corresponding to eigenval;ues λ1 ≤ . . . ≤ λk−1. Then the orthogonal projections
P (ψ1), . . . , P (ψk) on the span of φ1, . . . , φkk − 1 are linearly dependent and consequently
there are scalars β1, . . . , βk, not all zero, such that

k∑
j=1

βj < ψj, φl >= 0, for l = 1, . . . , k − 1.

Set f =
∑
βjψj. Then f is orthogonal to the span φ1, . . . , φk−1 and by the variational

characterization of eigenvalues

λk||f ||2 ≤ < df, df >

= −
∫
U

(f∆f)dx

=
k∑
j=1

δjβ
2
j

= δk||f ||2,

proving the lemma. ♣
Proof of Lemma 1.3.5 - Let ψj be the eigenfunction (Neumann boundary condition) for
eigenvalue ηj on a subset Ujl and as before extend it by 0 to outside of Ujl . If f is orthogonal
to the span of ψ1, . . . , ψk−1 in L2(U), then by the variational characterization of eigenvalues

< df, df > = −
m∑
j=1

∫
Uj

(f∆f)dx

≥
m∑
j=1

ηk

∫
Uj

|f |2

= ηk||f ||2.

Let f =
∑k

j=1 γjφj be any non-zero element orthogonal to ψ1, . . . , ψk−1 (which clearly exists).
Then

< df, df >≤ λk||f ||2,

which implies λk ≤ ηk. ♣
The asymptotic formula of proposition 1.3.3 is also valid for Neumann boundary condition

and can be proven by more or less similar arguments. It is possible to extend the asymptotic
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formula for N(λ) to a compact Riemannian manifold M (with or without boundary) but the
above method based on the variational characterization does not seem to generalize. For the
remainder R(λ) = N(λ)− vmvol(M)

(2π)m λ
m
2 we have

R(λ) = O(λ
m−1

2 ).

That this estimate for the remainder is sharp can be established by elementary arguments
using the explicit knowledge of eigenvalues on the sphere, however the proof . It is remarkable
that the remainder is related to the existence of periodic geodesics onM . In fact on manifolds
where the geodesic flow is not periodic the estimate can be improved. For a discussion of the
remainder the reader is referred to [Ho] and [DG]. For manifolds with boundary the standard
conjecture for the asymptotic distribution of eigenvalues was

N(λ) =
vmvol(M)

(2π)m
λ

m
2 − cmvol(∂M)

(2π)m−1
λ

m−1
2 + o(λ

m−1
2 ,

where cm is a constant depending only on m. That this formula is not valid was established
by R. Melrose et al. For an account of N(λ) for Riemannian manifolds with boundary see
[Iv], [Pet] and references thereof.

Note that the analysis in the finite dimensional case is basic linear algebra. To make a
story in the finite dimensional case, we replace the compact manifold M with a finite graph.
Let V be the set of vertices and E the set of edges of a finite graph Γ (with no loops, i.e., an
edge joining a vertex to itself; and no multiple edges). If two vertices u, v are connected an
edge, we write u ↔ v. For v ∈ V let δv denote the number of vertices u such that v ↔ u.
Let L denote the set of real or complex valued functions on V which is a finite dimensional
vector space. One may define the Laplacian on L as

∆ϕ(u) = −ϕ(u) +
1√
δu

∑
v,v↔u

ϕ(v)√
δv
.

With this definition (or some generalizations of it) on may transport a portion of the theory
of the Laplacian in differential geometry or analysis to the context of graphs and Markov
chains. For a discussion of this aspect of the subject see [Chu].

Example 1.3.8 While the eigenvalue λ1 > 0, exercise 1.3.24 shows that it can be arbitrarily
small by taking γ large. We now give a class of examples of compact surfaces for which λ1 > 0
is arbitrarily small and sheds some light on how to obtain a lower bound for λ1 which depends
on geometric data. Let Mi, i = 1, 2, be a compact surfaces with Riemannian metrics ds2

i .
Assume there are small discs Dj ⊂Mj where ds2

j is flat. Join the surfaces by a cylinder of P
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length l and radius r which intersects Mj inside Dj as shown in Figure XXXX, and smooth
it out to obtain a surface M . By a slight modification of the metrics around Dj’s we extend
it to a metric on M which is the standard flat metric on P . Let φ be a function which is
equal to c > 0 on M1\D1, −c on M2\D2, and decreases linearly on P from c to −c, where
c is to be determined later. It is clear from the construction that after a small perturbation
of φ we may assume

∫
M
φdv = 0. We have the approximations

ds2
M(dφ, dφ) '

{
0 onM1 ∪M2,
4c2

l2
on the cylinderP.

It follows that

λ1 ≤
< −∆φ, φ >

< φ, φ >
' 8πc2r

l < φ, φ >
.

Let us assume vol(M1) = vol(M2). Now let r = ε2, l = 1
ε

and determine c > 0 so that
< φ, φ >= 1. c > 0 depends on ε > 0, however, since area of the cylinder P tends to 0 with
ε→ 0, c remains bounded as ε→ 0. It follows that λ1 → 0 as ε→ 0. ♠

Example 1.3.8 suggests that if S ⊂M is a hypersurface decomposing M into two pieces
M1 and M2, then the ratio Area(S)

vol(Mi)
may play a role in how small λ1 can be. To make this

precise we define

h = inf
S

Area(S)

min(vol(M1), vol(M2))
, (1.3.25)

where the infimum is taken over all hypersurfaces S which decompose M into two disjoint
submanifolds M1 and M2. Naturally Area(S) refers to the (m − 1)-dimensional volume of
S relative to the volume element of S obtained from the Riemannian metric on M . The
quantity h, called Cheeger’s constant, can be defined for non-compact Riemannian manifolds
by a slight modification of (1.3.25). In fact we let the infimum be over all relatively compact
open subsets U ⊂M with smooth boundary ∂U = S and replace the denominator by vol(U).
The quantity h is clearly geometric in character and the fact that it gives a lower bound for λ1

is confirmed by the proposition 1.3.4 below. First we need an observation about the volume
element. For hypersurfaces Sr defined by φ = r let ω1, · · · , ωm be such that ω1, · · · , ωm−1

form orthonormal coframes for Sr’s. Then ωm = 0 defines the family of hypersurfaces Sr.
Since ωm has unit length

dφ = γωm, with γ =
√
ds2(dφ, dφ). (1.3.26)

Therefore the volume element on M can be written as

dv =
1

γ
ω1 ∧ · · ·ωm−1 ∧ dφ. (1.3.27)



292 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

This formula enables one to relate integration on M to that relative to r ∈ R. In fact, if
A(r) denotes the volume of Sr (relative to ω1 ∧ · · · ∧ ωm−1) and U b

a(M) denotes the portion
of M defined by the inequalities a ≤ φ(x) ≤ b, then∫

Ub
a(M)

√
ds2(dφ, dφ)dv =

∫ b

a

A(r)dr. (1.3.28)

It is customary to refer to (1.3.27) or its integrated form (1.3.28) as the co-area formula.

Proposition 1.3.4 Let M be a compact Riemannian manifold, then λ1 ≥ 1
4
h2.

Proof - For a C2 function φ on M let U+(r) = {x ∈ M | φ(x) ≥ r} and U−(r) = {x ∈
M | φ(x) ≤ r}. If r is a regular value then Sr = U+(r)∩U−(r) is a hypersurface decomposing
M into two pieces. Let φ be an eigenfunction for eigenvalue λ1, then

λ1 =
< dφ, dφ >

< φ, φ >
≥

[
∫
M
|φ(x)|

√
ds2(dφ(x), dφ(x))dv]2

< φ, φ >2
,

where ≥ follows from the Cauchy-Schwartz inequality. Since dφ2 = 2φdφ we obtain

λ1 ≥
1

4

[
∫
M

√
ds2(dφ2, dφ2)dv]2

< φ, φ >2
. (1.3.29)

Assume 0 is a regular value for φ, A(r) be the area of the submanifold of U+(0) defined by
φ2 = r and V (r) denote the volume of the portion of U+(r). Then

∫
U+(0)

√
ds2(dφ2, dφ2) =

∫ ∞

◦
A(r)dr

(by definition of h) ≥ h

∫ ∞

◦
V (r)dr

(integration by parts) = −h
∫ ∞

◦
rV ′(r)dr

(−V ′ = ω1 ∧ · · · ∧ ωm−1) = h

∫
U+(0)

φ2ω1 ∧ · · · ∧ ωm

= h < φ, φ > .

We obtain a similar inequality by looking at U−(0). The assumption that 0 is a regular value
is inessential, since by looking at U±(ε) the same inequalities can be proven. ♣
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Upper bounds for λ1 involving the Cheeger constant are more subtle and will not be
discussed here. Cheeger’s constant is reminiscent of the isoperimetric inequality, however,
there is one essentail difference, namely, the numerator and denominator in Cheeger’s con-
stant have different dimensions while in the isoperimetric inequality L2

A
≥ 4π, they have the

same dimension. This suggests that one should attempt to obtain lower bounds for λ1 in
terms of

inf
S

(Area(S))
m

m−1

min(vol(M1), vol(M2))
. (1.3.30)

This leads to the concepts of the isoperimetric and Sobolev constants which we shall not
pursue any further here since it involves more analysis than we would like to invoke at this
stage.

The Laplace operator ∆ admits of a nonlinear extension to mappings of Riemannian
manifolds f : M → N which has proven to be geometrically significant. We use moving
frames to describe this generalization. Let f : M → N be a smooth mapping of Riemannian
manifolds, and let ω1, · · · , ωm, and θ1, · · · , θn be orthonormal coframes reducing the Rie-
mannian metrics on M and N to the identity. Let 1 ≤ i, j, · · · ≤ m and 1 ≤ a, b, · · · ≤ n be
the range of the indices in this subsection. We let (ωij) and (θab) denote the corresponding
Levi-Civita connections. Set

f ?(θa) =
∑

fai ωi. (1.3.31)

Taking exterior derivatives of (1.3.31) and making use of the structure equations we obtain:∑
j

(
dfaj +

∑
i

fai ωji +
∑
b

f bj f
?(θab)

)
∧ ωj = 0 (1.3.32)

Therefore by Cartan’s lemma

dfaj +
∑
i

fai ωji +
∑
b

f bj f
?(θab) =

∑
k

fajkωk, (1.3.33)

where fajk = fakj. The Laplacian of f is by definition the collection

∆f = {
∑
j

fajj}a=1,··· ,n. (1.3.34)

A map f : M → N is harmonic if
∑

j f
a
jj = 0 for all a. While the entries of the matrix

(faij) depend on the choice of the frames, the vanishing of the traces
∑

i f
a
ii, for all a, is

independent of these choices. We omit the verification of this fact.
Harmonic maps of Riemannian manifolds have interesting features, however, investigating

their properties often requires the introduction of analytical techniques which are postponed
to another volume. Here we only discuss some elementary aspects of harmonic maps and
give some examples.
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Exercise 1.3.27 Show that for an Rk-valued function f on a Riemannian manifold the two
definitions of ∆f given above are identical. (Rk is endowed with the standard flat Euclidean
metric.)

Exercise 1.3.28 Assume M has dimension 1, so that M is either an open interval in R or
the circle. Show that f : M → N is harmonic if and only if f is a geodesic.

Example 1.3.9 Let  : M → RN be an isometric immersion so that M maybe locally
regarded as a submanifold of RN . We want to see when the mapping  is harmonic. We
choose moving frames on RN such that e1, · · · , em are tangent to (M) and also use e1, · · · , em
as a moving frame on M . Denoting the coframes forms on M and RN by ωi and θA, and the
connection forms by ωij and θAB, we obtain

?(θi) = ωi, ?(θp) = 0, ?(θij) = ωij. (1.3.35)

It follows that ki = δki and pi = 0. (Recall the index convention 1 ≤ i, j, · · · ≤ m, m + 1 ≤
p, q, · · · ≤ N .) Therefore (1.3.32) becomes∑

j

?(θpj) ∧ ωj = 0,

which, by means of Cartan’s lemma, determines pij. Comparing with the definition of second
fundamental form it follows that the symmetric matrix (pij) is the matrix of the second
fundamental form of (M) in the normal direction ep, and∑

j

pjj = mHp, (1.3.36)

where Hp is mean curvature in the direction ep. The same calculation carried out for a
tangential direction as well. In fact going through the calculation of the Laplacian ijk we see
that, for each i ≤ m, the matrix (ijk) is determined by Cartan’s lemma and the equation∑

k

(ωik − ?(θik)) ∧ ωk = 0.

In other words,

ωik − ?(θik) =
m∑
l=1

iklωl.
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By (1.3.35) the left hand side vanishes and therefore ikl = 0. The above calculations can be
summarized as

∆ = m
N∑

p=m+1

Hpep. (1.3.37)

Thus  is harmonic if and only if the mean curvature Hp vanishes for every normal direction
ep. ♠

Example 1.3.10 Continuing with the notation and hypotheses of example 1.3.9, we assume
N = m+1 and set (x) = (1(x), · · · , m+1(x)) relative to the standard coordinates on Rm+1.
Then 2(x) =

∑
A 

2
A(x) =< (x), (x) > is a real valued function on M . We want to calculate

its Laplacian9. We have

d2 = 2 < d,  >=
m∑
j=1

(2)jωj.

Since 2 is real valued we have omitted dependence on the index a which refers to a frame
on R. Applying − ? d? we obtain

− ? d ? d2 = 2
∑
k

< ∆,  >

+ 2 ?

(∑
k

(−1)k < ek,
∑
l

elωl > ∧ω̃k
)

+ 2 ?

(∑
k

(−1)k < ek,  > dω̃k

)
,

where dvM is the volume element on M and

ω̃k = ω1 · · · ∧ ωk−1 ∧ ωk+1 ∧ · · · ∧ ωm.

In view of example 1.3.9 we have

2
∑
k

< ∆,  > dvM = 2mH < em+1,  >,

9This calculation was carried out in example 1.2.23 since the calculation of ∆2 is the same as computing
the trace of the Hessian of the function 2 on M . We will do this calculation one more time using the
definition of ∆ as − ? d ? d and notice that the answers are identical!
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and it is clear that

2

(∑
k

(−1)k < ek,
∑
l

elωl > ∧ω̃k
)

= 2mdvM .

Expanding < ek,  > dω̃k we obtain a sum of terms each of which contains the connection
form ωij. However the quantities −?d?d2 and the first and second sums in the expansion of
−?d?d2 are defined on M independently of the choice of frame. Since by appropriate choice
of frame we can make all ωij’s vanish at any given point, the third sum

∑
k(−1)k < ek,  > dω̃k

vanishes identically on M . Therefore we have

∆2 = 2m(1 +H < em+1,  >). (1.3.38)

We will give some applications of this formula. ♠

As an application of (1.3.38) we derive some integral formulae for compact hypersurfaces.
Let  : M → Rm+1 be an isometric immersion so that M may be locally regarded as a
hypersurface. In developing local expressions for various geometric quantities, we omit any
reference to the immersion  and work on M directly. Let e1, · · · , em+1 be a moving frame
with em+1 a unit normal vector field to M . For t a small fixed real number, consider the
hypersurfaces

Mt : x− tem+1, where x ∈M.

Let yt = x− tem+1, then

dyt =
m∑
i=1

(ωi − tωi m+1)ei.

This relation implies that em+1 is normal to Mt and the 1-forms ωi − tωi m+1 form an
orthonormal coframe for Mt. The second fundamental form Ht of Mt is calculated from

−ωi m+1 =
m∑
j=1

Ht
ij(ωj − tωj m+1).

Since −ωi m+1 =
∑

Hijωj we obtain after a simple calculation

Ht = H
[
I + tH

]−1
,



1.3. SPECIAL PROPERTIES OF RIEMANNIAN MANIFOLDS 297

where H = H◦ denotes the second fundamental form of M . Therefore the principal curvatures
of Mt are related to those of M by10

κti =
κi

1 + tκi
. (1.3.39)

The normalized kth elementary symmetric function of the principal curvatures will be denoted
by H(k), i.e.,

H(k) =
1(
m
k

) ∑
i1,··· ,ik

κti1 · · ·κ
t
ik
,

where the summation is over distinct indices i1, · · · , ik. Therefore the volume element for
Mt can be written as

dvMt = (ω1 − tω1 m+1) ∧ · · · ∧ (ωm − tωm m+1) =

( m∏
j=1

(1 + tκj)

)
dvM . (1.3.40)

Set P (t) =
∏

j(1 + tκj). Then the mean curvature of Mt is given by

H t =
1

m
TrHt =

P ′(t)

mP (t)
, (1.3.41)

where ′ denotes differentiation relative to t. We can now prove

Proposition 1.3.5 (Minkowski) Let M be a compact orientable Riemannian manifold and
 : M → Rm+1 an isometric immersion. Then for k ≤ m− 1 we have∫

M

(
H(k) +H(k+1) < em+1,  >

)
dvM = 0.

Proof - With the notation of the paragraph preceding the proposition, we let t(x) =
(x)− tem+1. Then for t small, t is also an immersion. It follows from (1.3.38) and Stokes’
theorem that ∫ (

1 +H t < em+1, t >
)
dvMt = 0. (1.3.42)

10Recall that the signs of the principal curvatures depend on the direction of the unit normal em+1. In
order for the principal curvatures of the sphere to be positive, one should use the inward pointing unit normal
vector field. This explains the + sign in the denominator of (1.3.39).
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From (1.3.40) and (1.3.41) and a straightforward calculation, (1.3.42) simplifies to∫
M

(
mP (t)− tP ′(t) + P ′(t) < em+1,  >

)
dvM = 0.

The left hand side is a polynomial in t and the conclusion follows from the vanishing of the
coefficient of tk. ♣

We conclude this subsection with another example of harmonic maps.

Example 1.3.11 Let M ıRm+1 be a hypersurface and G : M → SmıRm+1 the corresponding
Gauss map. Thus if e1, · · · , em+1 is a moving frame with em+1 a unit normal vector field to
M , then G(x) = em+1. Let ω1, · · · , ωm+1 be the dual coframe. We may regard e1, · · · , em+1

as a moving frame in a neighborhood of Sm with em+1 the unit normal to Sm. Denote
the corresponding coframe for Sm by θ1, · · · , θm, θm+1, then θ2

1 + · · · + θ2
m is the standard

Riemannian metric on SmıRm+1. Since θi =< dem+1, ei > we obtain

G?(θi) = ωi m+1 =
m∑
j=1

Hijωi. (1.3.43)

Thus with the notation of this subsection (see formula (1.3.31)) we have Gij = mHij. From
the structure equations we have

dG?(θi) +
m∑
j=1

G?(θij) ∧ G?(θj) = 0,

where (θij) is the Levi-Civita connection for Sm. Taking exterior derivative of G?(θi), using
the structure equations, (1.3.43) and proceeding to compute the Laplacian of G we obtain

dHik −
m∑
j=1

Hijωjk +
m∑
j=1

HjkG
?(θij) =

m∑
l=1

Hiklωl, (1.3.44)

where Hikl in symmetric in the indices i, k, l. The Laplacian of G is the set of m func-
tions (

∑m
k=1 Hjkk) where j = 1, · · · ,m. Now assume M has constant mean curvature, then∑

i dHii = 0. Setting k = i and summing over i, (1.3.44) yields∑
i,j

Hijωij +
∑
i,j

HijG
?(θij) =

∑
i,l

Hiilωl. (1.3.45)
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Let e1, · · · , em be along principal directions so that the matrix (Hij) is diagonal. Then∑
i,j Hijωij and

∑
i,j HijG

?(θij) vanish and (1.3.45) simplifies to∑
i,l

Hiilωl = 0. (1.3.46)

In view of the symmetry of Hijk it follows that for every l we have
∑

i Hlii = 0 or equivalently
the Gauss map of a hypersurface of constant mean curvature is harmonic. For minimal
surfaces in R3 we shall prove in example ?? that the map Gauss map is anti-holomorphic
in a sense that will be clarified later. One can obtain generalizations for submanifolds of
codimension k > 1 by looking at the (generalized) Gauss map which takes values in the
Grassmann manifold of oriented k-planes in Rm+k. ♠

1.3.5 Congruences of Geodesics and Jacobi’s Equation

Let Γ be a congruence of geodesics on the Riemannian manifold M of dimension m. This
means that there is an m − 1 dimensional submanifold D ⊂ M such that through every
point of D there passes (and in a transverse manner) exactly one γ ∈ Γ. Since this definition
is purely local we assume D is a disc and work in one coordinate neighborhood. We want
to investigate the conditions under which there is a function ψ such that Γ is precisely the
orthogonal trajectories (after parametrization by arc-length) of the hypersurfaces ψ(x) = c.
(Compare with the subsection on Geodesics especially condition •.) Let U ⊂M be an open
set such that every point x ∈ U lies on exactly one geodesic in Γ, and σ : U → TM be the
section defined by σ(x) = (x, γ̇x) where γ̇x is the tangent vector at x to the unique geodesic
in Γ passing through x. Recall that ε̃ and ω̃ = −dε̃ are the pull-back, by the Riemannian
metric, of the canonical 1-form and symplectic 2-form on T ?M to TM . Set εΓ = σ?(ε̃) and
ωΓ = −dεΓ = σ?(ω̃).

Lemma 1.3.6 With the above notation and hypotheses, a necessary and sufficient condition
for the existence ψ with the required properties is ωΓ = 0.

Proof - To prove necessity, assume Γ is the gradient flow of some function ψ. We have the
expression

εΓ =
∑
i

(
∑
j

gij γ̇j)dxi. (1.3.47)

Here γ̇ = (γ̇1, · · · , γ̇m) is the coordinate expression of the tangent vector field to the geodesic
γ which by assumption is the gradient vector field of ψ. The gradient vector field has
coordinate representation g−1Ψ′ which when substituted in the expression for εΓ yields εΓ =
dψ. Consequently, ωΓ = −dεΓ = 0 as claimed.
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To prove sufficiency assume ωΓ = 0 and it is no loss of generality to require the geodesics
in Γ to be parametrized by arc length. Then dεΓ = 0 which implies εΓ = dψ for some
function ψ on U . To apply condition • of the subsection on geodesics, we compute

Ψg−1Ψ′ =
∑
i,j

gij γ̇iγ̇j = 1.

Therefore condition • is applicable and the orthogonal trajectories to the hypersurfaces ψ = c
are geodesics. In view of (1.3.47) and dψ = εΓ, the gradient flow of ψ is represented by

g−1(g(γ̇1, · · · , γ̇m)′) = (γ̇1, · · · , γ̇m)′,

where superscript ′ denotes the transpose. This expression is precisely the tangent vector
field to the geodesics in Γ thus proving sufficiency. ♣

Lemma 1.3.6, originated from ([C1],§4). By an orthogonal congruence of geodesics we
mean we mean a function ψ on M such that the orthogonal trajectopries to the hypersur-
faces ψ = const. form a congruence of geodesics. Lemma 1.3.6 can be rephrased as local
Lagrangian sections  of M into its tangent bundle are equivalent to considering orthogonal
congruences of geodesics. More generally, consider Lagrangian submanifolds L ⊂ TM such
that the differential of the restriction of the projection π : TM → M to L is generically of
maximal rank m. The points where the differential of the projection π when restricted to
L fails to have maximal rank are referred to as singularities of (L, π) or simply of L. These
singularities (called caustics in physics terminology) are the same as “focusing” of congru-
ences of geodesics. The focusing phenomenon is related to the notion of Jacobi field which
we will introduce shortly.

First we examine the two dimensional case. Let M be a surface with a Riemannian
metric ds2 and ψ a function (defined on an open subset of M) such that the orthogonal
trajectories to ψ = const. are geodesics. As noted in the subsection on Geodesics, we can
assume ds2(gradψ, gradψ) = 1 so that ψ is arc length along the geodesics γ ∈ Γ (up to a
constant specifying the initial point). The curve defined by ψ = c will be denoted by Mc. We
denote the family of geodesics orthogonal to the curves Mc by Γ. Now assume completeness
of the surface M so that geodesics orthogonal to M◦ can be continued indefinitely. The
family of geodesics Γ defines the Lagrangian submanifold LΓ ⊂ TM as

LΓ = {(γφ(t), γ̇φ(t))}. (1.3.48)

Therefore completeness suggests that LΓ can be extended by using the defining relation
(1.3.48). However, there is no guarantee that LΓ thus defined is a submanifold and if so the
differntial of the projection π restricted to LΓ has maximal rank. We will now show how the
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singularities of (LΓ, π) can be explicitly described in terms of the metric ds2. After a change
of variable we can assume the metric and the curvature are

ds2 = dψ2 +G2dφ2, K = − 1

G

∂2G

∂ψ2
, (1.3.49)

where ψ defines the orthogonal congruence of geodesics Γ. Assume G(0, φ) 6= 0, for φ in some
open interval (−ε, ε) which we identify with M◦, and let γ = γφ be the geodesic orthogonal
to the curve M◦ and passing through the point φ. Let γ be a fixed geodesic orthogonal to
the loci ψ = const, and the coordinate φ on each locus Mc : ψ = c be such that (c, φ) is
the point of intersection of γφ with Mc. From (1.3.49) it follows that G satisfies an ordinary
differential equation along each geodesic γ = γφ, namely,

d2G

dt2
+KG = 0. (1.3.50)

Here t is the arc length along the geodesics in Γ. In this form the quantity11 G is meaningfully
defined along each γ, and we can more easily understand its geometric significance. Initially
the function ψ is defined only on an open set U ⊂ M . We can extend ψ by continuing it
along geodesics. This means that we want to define the value of ψ at the point γφ(t) to be
t. Since a geodesic may re-enter the set U , this (at best) gives us a multi-valued function12.
The quantity G may vanish at some points, but this vanishing is only apparent since ds2

is positive definite, and therefore the expression (1.3.49) for the metric is not valid when
G = 0. Nevertheless the points where G vanishes have an important geometric significance.
In fact, the proof of lemma 1.3.7 shows that points where G vanishes are precisely the
points where the differential of π|LΓ

fails to have maximal rank. The quantity G, defined
by the differential equation (1.3.50), is no longer dependent on the coordinate system and is
meaningfully defined on γ. In view of the uniqueness of solutions and smooth dependence
on initial conditions of second order ordinary differential equations, LΓ is locally a surface
with coordinates (t, φ), however, globally LΓ is an immersed surface and may have self
intersections given by isolated closed geodesics. The following lemma clarifies the issue of
singularities of (LΓ, π):

Lemma 1.3.7 LΓ is a submanifold of TM and the differential of the restriction of π to LΓ

has maximal rank at all points where G 6= 0, i.e., (t, φ) fails to give on M precisely at points
where G vanishes.

11G is a tensor component, and so we refer to it as a quantity rather than a function along γ.
12The function ψ is more naturally regarded as a function on LΓ. This is reminiscent of the construction

of a Riemann surface from a polynomial in two variables. However the nature of singularities in this case is
quite different from that of functions of one complex variable.



302 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

Proof - We have already proven the first assertion. The 1-forms ω1 = dψ and ω2 = Gdφ are
unit cotangent vectors to geodesics γφ ∈ Γ and the curves Mc respectively. Taking (t, φ) as
coordinates on LΓ, then the basic relation

dx = ω1e1 + ω2e2,

where x is a generic point of M expressed relative to the (t, φ) coordinates on LΓ, implies
that at points where G does not vanish the differential of the projection π|LΓ

has maximal
rank. ♣

Exercise 1.3.29 Let M ⊂ R3 be a sphere with the induced metric from R3. Let p ∈ S2 and
ψ(q) be the distance of p to q. Show that G vanishes precisely at the point p′ anti-podal to p.
Prove that π−1(p′) ∩ LΓ is a circle.

There is an inequality associated with congruences of geodesics which leads to an impor-
tant insight in Riemannian geometry. To motivate and describe this inequality intuitively
for surfaces, we look at a variation of a geodesic γ ∈ Γ, i.e., we consider a 1-parameter family
of curves γδ such that γ◦ = γ and the curves γδ are defined on a short interval [a, b]. Let J(δ)
denote the length of the arc of the curve γδ on [a, b]. If the variation is such that γδ ∈ Γ, then
we expect J ′′(0) = 0 where the second derivative of J is computed relative to the variation
parameter δ. On the other hand, if the variation γδ is no longer a geodesic, then we expect
J ′′(0) > 0. We now work out this inequality rigorously and then discuss an application of it.

It is convenient to introduce a new coordinate system which is better adopted to our
problem. Let v curves (i.e., curves t = const.) be the geodesics orthogonal to γ with v
measuring (signed) arc length from γ. The orthogonal trajectories to the v curves are the
t-curves. The curve v = 0 is a geodesic but the curves v = c 6= 0 may not be geodesics. We
have

Lemma 1.3.8 Relative to the (t, v) coordinates the metric takes the form

ds2 = H(t, v)2dt2 + dv2,

with H satisfying

H(t, 0) = 1,
∂H

∂v
(t, 0) = 0.

Proof - The fact the metric has the required form and H(t, 0) = 1 are immediate. If
∂H
∂v

(t◦, 0) 6= 0, then we may assume v → H(t, v)2 is an increasing function of v ∈ (−ε, ε) for
t in a neighborhood of t◦. Then it is a simple matter to construct a curve joining two pints
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γ(t1) and γ(t2) near γ(t◦) and of length < |t2− t1| contradicting the local length minimizing
property of geodesics. ♣

Let v = v(t, δ) be a 1-parameter variation of the t-curve v = 0 for δ ∈ (−ε, ε) subject to
v(t, 0) = γ(t). Let J(δ) denote the length of the curve t → v(t, δ) between 0 and a. Then
using lemma 1.3.8 we make the substitutions

v(t, δ) = v(t, 0) + δ
∂v

∂δ
(t, 0) +O(δ2), H(t, v) = 1 +

∂2H

∂v2
(t, 0) +O(δ3),

in

J(δ) =

∫ b

a

√
H2 +

(∂v
∂t

)2
dt

to obtain

J(δ) = a+
δ2

2

∫ b

a

[(∂ξ
∂t

)2 −Kξ2

]
dt+O(δ3),

where the Gaussian curvature K = −∂2H
∂v2

along γ, and ξ = ∂v
∂δ

(t, 0). Therefore

J ′′(0) =
1

2

∫ b

a

[(∂ξ
∂t

)2 −Kξ2

]
dt. (1.3.51)

Integrating by parts we obtain

J ′′(0) = −1

2

∫ b

a

ξ

(
∂2ξ

∂t2
+Kξ

)
dt+ ξ

∂ξ

∂t

]b
a

. (1.3.52)

Notice that the integrand in (1.3.52) is ξ times the differential equation (1.3.50) with ξ
replacing G. The form of the extremal property useful for our application is the following
lemma:

Lemma 1.3.9 Assume ξ satisfies the differential equation (1.3.50) on an interval [a, b] with
ξ(b) = 0 and ξ(t) 6= 0 for t ∈ [a, b). Then for any other quantity η with η(a) = ξ(a) and
η(b) = 0 we have ∫ b

a

[(dξ
dt

)2 −Kξ2

]
dt ≤

∫ b

a

[(dη
dt

)2 −Kη2

]
dt.
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Proof - Since ξ does not vanish on [a, b), we write η = fξ. Substituting and using the

equation d2ξ
dt2

+Kξ = 0 we obtain∫ b

a

[(dη
dt

)2 −Kη2

]
dt =

∫ b

a

[(
f
dξ

dt
+
df

dt
ξ
)2

+ f 2ξ
d2ξ

dt2

]
dt.

Integrating the term
∫ b
a
f 2ξ d

2ξ
dt2
dt by parts and simplifying we obtain∫ b

a

[(dη
dt

)2 −Kη2

]
dt =

∫ b

a

(df
dt

)2
ξ2dt+ f 2ξ

dξ

dt

]b
a

. (1.3.53)

Substituting f ≡ 1 in (1.3.53) we obtain∫ b

a

[(dξ
dt

)2 −Kξ2

]
dt = ξ

dξ

dt

]b
a

. (1.3.54)

Comparing (1.3.53) and (1.3.54) and using the boundary conditions we obtain the desired
result. ♣

Logically, the statement and proof of lemma 1.3.9 are independent of the computation
of the second derivative J ′′(0), however, the computation of the latter (formula 1.3.51)
motivates the lemma and will be used in its application. Let p ∈ M and ψ be the distance
function from p which implies that the metric has the required form given in (1.3.50). The
function ψ defines an orthogonal congruence of geodesics Γ starting at p. Since M is assumed
to be complete, every q ∈M lies on at least one geodesic γ ∈ Γ. We say q is conjugate to p
(along a geodesic γ joining p to q) if there is a non-trivial solution to the differential equation

d2ξ

dt2
+Kξ = 0 (1.3.55)

vanishing at p and q. Here t denotes the arc length along the geodesic γ. In other words,
if G vanishes at q then q is conjugate to p, or q is a point where (LΓ, π) is singular. Notice
that G is now regarded as a solution to the differential equation d2G

dt2
+ KG = 0 extending

the metric coefficient G in ds2 = dψ2 + G2dφ2 which is initially defined in a punctured
neighborhood U\p of p. The notion of conjugate point is related to the question of how far
along a geodesic γ we can go while minimizing the distance between p and γ(t). This is a
rather difficult question and the following proposition gives a partial answer:

Proposition 1.3.6 Let M be a complete surface, p ∈ M and γ a geodesic with γ(0) = p.
Then after passing through a point conjugate to p along γ, the geodesic γ no longer minimizes
the distance between p and γ(t).
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Proof - Let γ be a geodesic and assume a singularity of (LΓ, π) occurs at q̃ with q = π(q̃) =
γ(b). We assume q is the first conjugate to p. Let a < b be sufficiently close to b so that all
points in the disc D of radius 2|b−a| centered at γ(b) can be joined by a unique, necessarily
length minimizing, geodesic lying entirely inside the disc. Let b < c < 2b − a so that the
point γ(c) lies beyond the conjugate point q = γ(b). Let ξ be a non-trivial solution to the
differential equation (1.3.55) vanishing at p and q, and ζ be the solution to (1.3.55) defined
on [a, 2b− a] with boundary conditions

ζ(a) = ξ(a), ζ(2b− a) = 0.

By taking |b− a| sufficiently small, we are ensured of the existence and uniqueness of ζ from
elementary theory of linear second order ordinary differential equations. Define

η(t) =

{
ξ if0 ≤ t ≤ a,

ζ ift ∈ [a, 2b− a].

Consider the variation of the geodesic γ defined by η as discussed above. Since the variation
depends on η (in (t, v) coordinates η is ∂v

∂δ
(t, 0)) and the end-points of the interval under

consideration we write J(δ; η, [a, b]) rather than J(δ) in order to specify all the data. Since
J ′′(0; ξ, [0, b]) = 0 (see formula (1.3.52)) we have

J ′′(0; η, [0, 2b− a]) = J ′′(0; η, [0, 2b− a])− J ′′(0; ξ, [0, b]),

which gives

J ′′(0; η, [0, 2b− a]) = J ′′(0; ζ, [b− a, 2b− a])− J ′′(0; ξ, [b− a, b]). (1.3.56)

Let ξ̄ be defined by

ξ̄ =

{
ξ on[b− a, b],

0 on[b, 2b− a].

Then from lemma 1.3.9 it folows that

J ′′(0; ζ, [b− a, 2b− a]) ≤ J ′′(0; ξ̄, [b− a, b]) = J ′′(0; ξ, [b− a, b]),

and consequently
J ′′(0; η, [0, 2b− a]) < 0. (1.3.57)

Hence γ does not minimize the distance between p and γ(2b− a). ♣
We need the following basic proposition, which is a special case of the Sturm Comparison

theorem, from the theory of second order ordinary differential equations to infer an important
geometric corollary from proposition 1.3.6:
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Proposition 1.3.7 Consider two differential equations

d2ξj
dt2

+Kj(t)ξj = 0, j = 1, 2,

on the same interval [a, b]. Assume 0 ≤ K1(t) ≤ K2(t) for t ∈ [a, b] and a (non-trivial)
solution ξ1 with consecutive zeros at t1 < t2 ∈ (a, b). If the solution ξ2 vanishes at t1 then it
also vanishes at t3 with t1 < t3 ≤ t2.

Proof - Multiplying the equation for ξ1 by ξ2, and the equation for ξ2 by ξ1, subtracting
and integrating we get∫ t2

t1

(K2 −K1)ξ1ξ2dt+

∫ t2

t1

[
ξ1
d2ξ2
dt2

− ξ2
d2ξ1
dt2

]
dt = 0.

Now ξ1
d2ξ2
dt2

− ξ2
d2ξ1
dt2

= d
dt

(
ξ1
dξ2
dt
− ξ2

dξ1
dt

)
. Therefore using the boundary conditions at ti we

obtain ∫ t2

t1

(K2 −K1)ξ1ξ2dt− ξ′1(t2)ξ2(t2) = 0. (1.3.58)

We may assume ξ1 > 0 on (t1, t2), ξ2 > 0 near t1 and ξ′1(t2) < 0 since t1 and t2 are consecutive
zeros. Therefore ξ2(t2) > 0 which contradicts (1.3.58). ♣

Now we discuss some applications of proposition 1.3.7. For the sphere of constant cur-
vature K the solutions of the differential equation d2ξ1

dt2
+Kξ1 = 0 vanishing at 0 are scalar

multiples of sin
√
Kt, and therefore conjugate points are a distance πn√

K
apart. It is convenient

to define the diameter of a Riemannian manifold M as

diam(M) = sup
p,q∈M

d(p, q),

where d is the distance function on M induced from the Riemanian metric. If a complete
surface M has curvature KM bounded below by K > 0, then Sturm’s Comparison theorem
implies that conjugate points are at most a distance π√

K
apart. Therefore

Corollary 1.3.2 (Bonnet) Let M be a complete surface with curvature KM ≥ K for some
constant K > 0. Then the diameter of M is bounded above by π√

K
and M is compact.

Proof - We have already shown the bound for the diameter and compactness is by a standard
elementary argument. ♣

Using the Sturm Comparison Theorem twice we obtain the following corollary:



1.3. SPECIAL PROPERTIES OF RIEMANNIAN MANIFOLDS 307

Corollary 1.3.3 Consider the differential equation

d2ξ

dt2
+K(t)ξ = 0,

on the interval [a, b]. Assume 0 < k1 ≤ K(t) ≤ k2. If a solution ξ has consecutive zeros at
t1 < t2 ∈ (a, b), then

π√
k2

≤ t2 − t1 ≤
π√
k1

.

Proof - Let K2 = k2 in proposition 1.3.7 and solve the equation for j = 2 to obtain one
inequality. Proceed similarly for the second inquality. ♣

As a consequence of corollary 1.3.3 we obtain

Corollary 1.3.4 Let M be a surface with curvature K satisfying the bounds

0 < k1 ≤ K ≤ k2.

Let γ be a geodesic on M parametrized by arc length with γ(t1) and γ(t2), t1 < t2, consecutive
conjugate points along γ. Then

π√
k2

≤ t2 − t1 ≤
π√
k1

.

An examination of the proof of proposition 1.3.7 shows that we have in fact proven more.
What is important for our applications is to remove the requirement that K1 ≥ 0 since we
want to understand conjugate points along geodesics on surfaces of non-positive curvature.
This case is much simpler since if −K ≥ 0 then it is elementary that a solution of d2ξ

dt2
= −Kξ

with initial conditions ξ(a) = 0, dξ
dt

(a) ≥ 0, satisfies the inequality

ξ(t) > 0, on (a, b].

Therefore we have shown

Corollary 1.3.5 There are no conjugate points on a surface of non-positive curvature.

It should be emphasized that corollary 1.3.5 does not mean that a geodesic γ on a surface
of non-positive curvature is distance minimizing between all points γ(a) and γ(b). The flat
torus provides such an example.

So far our analysis in this subsection was limited to the two dimensional case and was
based on the differential equation satisfied by the metric coefficient G (1.3.50). Next we
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derive the higher dimensional analogue of (1.3.50). For this purpose let, as before, ψ be a
function on M defining an orthogonal congruence of geodesics Γ. We may assume gradψ
has norm 1 so that ψ = t is also arc length along the geodesics γ ∈ Γ. Let e1, · · · , em be a
moving with em the unit tangent vector field to the geodesics in Γ and the remaining ej’s are
obtaining by specifying them on a fixed hypersurface ψ = 0 and parallel translation along
γ ∈ Γ. The corresponding coframe is denoted as usual by ω1, · · · , ωm−1, ωm = dψ. The
1-forms ω1, · · · , ωm−1 depend on ψ but do not contain the differential dψ. The submatrix
(ωij), i, j = 1, · · · ,m − 1, is the Levi-Civita connection of the Riemannian submanifolds
defined by ψ = c. They may depend on ψ, but do not contain the differential dψ since
ωij(em) = 0 by the construction of the moving frame. Regarding ωj, j = 1, · · · ,m − 1, as
1-forms depending a parameter ψ, we obtain from dωj +

∑
ωjk ∧ ωk = 0,

dωj
dψ

= ωjm, j = 1, · · · ,m− 1. (1.3.59)

From the defining equation of curvature

dωjm +
∑

ωjk ∧ ωkm = Ωjm = −
∑
k<l

Rjmklωk ∧ ωl.

and the fact that the differential dψ does not appear in ωjk for j, k 6= m, it follows that

dωjm
dψ

= −
∑
l

Rjmlmωl. (1.3.60)

Comparing (1.3.59) and (1.3.60) we obtain

d2ωj
dψ2

+
∑
k

Rjmkmωk = 0.

This is the analogue of (1.3.50) and is named after Jacobi who studied the two dimensional
case. We know from experience that it is convenient to look at this linear ordinary differential
equation more abstractly by regarding the quantities ωj, j = 1, · · · ,m− 1, as the unknows
which is justified since ω1, · · · , ωm−1 span an (m − 1)-dimensional vector space. Therefore
we write Jacobi’s equation in the form

d2ξj
dt2

+
∑
k

Rjmkmξk = 0, j = 1, · · · ,m− 1. (1.3.61)

In deriving equation (1.3.61) we made an arbitrary choice of orthonormal frame ω1, · · · , ωm−1

for the hypersurfaces Mc. A change of frame by a gauge transformation A ∈ O(m−1) (along
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γ) will replace (ω1, · · · , ωm−1)
′ by A(ω1, · · · , ωm−1)

′ where ′ denotes the transpose of the row
vector. The symmetric matrix (Rimjm)i,j=1,··· ,m−1 is transformed into

(Rimjm) −→ A(Rimjm)A′.

Since (Rimjm) is a symmetric matrix, by appropriate choice of gauge transformation we may
assume (Rimjm) is a diagonal matrix. Consequently the coframe ω1, · · · , ωm−1 can be chosen
such that the system of equations (1.3.61) is decoupled into (m − 1) second order ordinary
differential equations:

d2ξj
dt2

+Rjmjmξj = 0, j = 1, · · · ,m− 1. (1.3.62)

Note that relative to this (co)frame the components Rimjm, i 6= j, of the curvature tensor
vanish. To extend the preceding theory to m-dimensional case we make use of the following
complement to the Sturm Comparison theorem, proposition 1.3.7:

Lemma 1.3.10 Consider two differential equations

d2ξj
dt2

+Kj(t)ξj = 0, j = 1, 2,

on the same interval [a, b]. Assume

1. 0 ≤ K1(t) ≤ K2(t) are continuous functions.

2. For some t◦, K1(t◦) < K2(t◦).

3. ξ2 is a non-trivial solution solution of the second equation with consecutive zeros at
t1, t2 and a < t1 < t◦ < t2 < b.

Then a non-trivial solution ξ1 of the fist equation with ξ1(t1) = 0 does not vanish in the
interval (t1, t2].

Proof - Proceeding as in the proof of proposition 1.3.7, we obtain∫ t2

t1

(K2 −K1)ξ1ξ2dt+ ξ1(t2)ξ
′
2(t2) = 0. (1.3.63)

If ξ1(t2) = 0 then (1.3.63) implies that ξ1 changes sign on the interval (t1, t2), and therefore
ξ1 vanishes at some point in (t1, t2). Proposition 1.3.7 is applicable to show that t1 < t2 are
not consecutive zeros of ξ2 contrary to hypothesis. ♣
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Analogues of corollaries 1.3.2 and 1.3.5 in arbitrary dimensions can now be obtained by
reduction to the two dimensional case and making use of example ?? and lemma 1.3.10. Let
M be a Riemannian manifold and γ a geodesic with γ(0) = p ∈ M . Let em be the unit
tangent vector field to γ, and e1(p), · · · , em(p) an orthonormal basis for TpM . Let q = γ(b)
be the first conjugate point to p along γ. Extend e1(p), · · · , em(p) to a moving frame in a
neighborhood of γ(t), 0 ≤ t ≤ b. Let ω1, · · · , ωm be the dual coframe (on (0, b)). Without
loss of generality we may assume that ξj = ωj, j = 1, · · · ,m−1, satisfy the decoupled Jacobi
equation (1.3.62) on [0, b] and with ξ1 vanishing at 0 and b. By example 1.2.25 the curvature
KN of the surface

N = Expγ(t)(se1), − ε < s < ε

along γ is bounded above by the sectional curvature R1m1m of M along γ with equality if
and only if the vector field e2 is parallel along γ in M . If e2 were not parallel along γ in M
then KN < R1m1m at some point of γ. Then lemma 1.3.10 will apply to show that ξ1 cannot
vanish at γ(b). Therefore

KN = R1m1m on γ. (1.3.64)

With this observation the analysis of the two dimensional case becomes applicable to the
general case and it is straightforward to deduce the validity of the following corollaries:

Corollary 1.3.6 Let M be a complete Riemannian manifold with sectional curvatures bounded
below by a constant K > 0. Then diam(M) ≤ π√

K
and M is compact.

The case of Riemannian manifolds of non-positive curvature is simpler, and one easily
shows that

Corollary 1.3.7 Let M be a Riemannian manifold of non-positive sectional curvature.
Then there are no conjugate on M .

Corollary 1.3.8 Let M be a Riemannian manifolds with sectional curvatures K satisfying
the bounds

0 < k1 ≤ K ≤ k2.

Let γ be a geodesic on M parametrized by arc length with γ(t1) and γ(t2), t1 < t2, consecutive
conjugate points along γ. Then

π√
k2

≤ t2 − t1 ≤
π√
k1

.

We will return to the discussion of conjugate points in chapter 3.
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1.4 Geometry of Surfaces

1.4.1 Flat Surfaces and Parallel Translation

In this example we study flat surfaces M ⊂ R3 (flat means all sectional curvatures are zero
which in the case of surfaces is vanishing of curvature). Cylinders and cones are simple
examples of flat surfaces, and exercise 1.2.1(b) provides a non-obvious class of such surfaces.
There is a general procedure for (locally) constructing all generic flat surfaces. Let γ be
a curve (parametrized by arc length) in R3 which we assume is generic in the sense that
even locally it does not lie in any affine plane. Let e1, e2, e3 be a Frenet frame for γ as
explained in example 1.1.3. Consider the family of osculating planes to γ, i.e., affine planes
with origin moved to the point γ(t) and spanned by the vectors e1(t), e2(t). Thus we have a
one parameter family of planes defined by the equations

(x− γ(t)).e3(t) = 0. (1.4.1)

The enveloping surface Mγ of this family of planes is obtained eliminating t from (1.4.1) and
its t-derivative, namely

(x− γ(t)).e2(t) = 0. (1.4.2)

The surface Mγ is parametrically given by

x = x(t, u) = γ(t) + ue1(t). (1.4.3)

To compute the curvature of Mγ we note that the Riemannian metric on Mγ relative to the

parametrization (1.4.3) is given by

(
1 + u2

τ2 1
1 1

)
where 1

τ
is the torsion of the curve γ (see

example 1.1.3) and depends only on t. By a linear change of coordinates t = t′, u = u′ − t′,
the metric takes the form (

(u′−t′)2
τ(t′)2

0

0 1

)
Applying exercise 1.2.1 we see that the curvature of Mγ is identically zero. Conversely,
consider a surface M ⊂ R3 with vanishing curvature. Let {e1, e2, e3} be an orthonormal
frame for M diagonalizing the second fundamental form, and let e1 be along the line of
curvature corresponding to principal curvature zero. Let γ be a line curvature with tangent
vector field e1. From the structure equations we have de3 = ω13e1 + ω23e2. Since the second
fundamental form is already diagonal relative to this basis, we have ω13 = 0. It follows that

de1 = ω21e2
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Now under some genericity assumption, we may assume ω21(e1) 6= 0 relative to this frame.
It then follows that the osculating planes are in fact tangent to the surface M so that M
is the enveloping surface of the osculating planes to γ. There are two degenerate cases to
consider, namely, (a) ω21 = 0, and (b) ω21 6= 0 but ω21(e1) = 0. In the first case we have
de1 = 0 and de2 = ω32e3. Therefore the integral curves of the vector field e1 are straight
lines. Furthermore the plane spanned by e2, e3 is independent of the point x ∈ M (x is
translated to the origin) and the integral curves for the vector field e2 lie in this plane. This
makes M into a cylinder. By a similar argument one shows that in the second degenerate
M is a cone.

It is clear the developable surface Mγ contains the one parameter family of lines u →
γ(t) + ue1(t). A surface generated by the motion of a straight line (such as Mγ) is called
a ruled surface. It should be pointed out that, in general, a ruled surface is not flat. The
following example explains why a ruled surface may not be flat (see also exercise 1.4.1 in the
subsection on quadrics below):

Example 1.4.1 Let M ⊂ R3 be a ruled surface given by

(s, v) −→ δ(s) + vξ(s),

where δ is a curve in R3 and ξ(s) is a vector in R3 with initial point δ(s). Then the tangent
space to M at the point with coordinates (s, v) is the image of the linear map from R2 to
R3 given by the matrix

(δ̇ + uξ̇, ξ)

where δ̇ etc. denotes derivative of δ etc. with respect to the variable s. Let L(s) denote
the line δ(s) + vξ(s) as v varies and s remains fixed (called a ruling of the ruled surface).
If, for fixed s, the vectors δ̇, ξ̇ and ξ are linearly dependent, then the tangent spaces to M
along L(s) have the same normal. Consequently, the second fundamental form is a singular
matrix with the unit vector along L(s) an eigenvector for eigenvalue zero. This is the case
for a developable surface. However, for a general ruled surface, the vectors δ̇, ξ̇ and ξ are
linearly independent. Then the normals to the surface along L(s) depend on v, the second
fundamental form will be a nonsingular matrix andM will have non-zero Gaussian curvature.

The notion of a developable surface and the above example can be used to give a precise
geometric interpretation to the concept of parallel translation along a curve on a surface
M ⊂ R3. Let δ be a curve on the surface M ⊂ R3 and consider the family of tangent planes
Tδ(s)M to M along δ. Denoting an orthonormal moving frame by f1, f2, f3 with f3 normal
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to M , the envelope of the tangent plane to M along δ is given by eliminating s from the
equations

(x− δ(s)).f3 = 0, (x− δ(s)).(ω13(δ̇)f1 + ω23(δ̇)f2) = 0.

Therefore it has the parametric representation

(s, v) −→ δ(s) + vξ(s),

where ξ(s) = −ω23(δ̇)f1 + ω13(δ̇)f2. From dfA =
∑
ωBAfB it follows that the coefficient of

f3 in ξ̇ vanishes and consequently the vectors δ̇, ξ and ξ̇ are linearly dependent. Hence the
envelope is a developable surface by example 1.4.113. In view of the general construction of
flat surfaces, there is a curve γ such that the envelope is of the form Mγ as described earlier.
The flat surface Mγ is tangent to M along the curve δ. On Mγ let (x, y) be coordinates
so that the metric takes the Euclidean form ds2 = dx2 + dy2 (see exercise 1.2.15). Then
the connection form ω12 for Mγ vanishes identically relative to the frame e1, e2 parallel to
the coordinate axes in the (x, y)-plane. Clearly this frame extends to an orthonormal frame
e1, e2, e3, with e3 normal to Mγ. The restriction of e1, e2, e3 to the curve δ extends to an
orthonormal frame e′1, e

′
2, e

′
3 for M . Let θAB be defined by the relation de′A =

∑
θBAe

′
B, then

θ12 is the connection form for M . Since M and Mγ are tangent along the curve δ we have

θ12(δ̇) = ω12(δ̇) = 0.

This means that parallel translation of the frame e1, e2 along the curve δ on M is the same
as Euclidean parallel translation in the (x, y)-coordinates which reduce the metric on the
developable surface Mγ (which is the envelope of the tangent planes to M along δ) to the
Euclidean form dx2 + dy2.

1.4.2 Quadrics

Quadric surfaces provide interesting examples of surfaces in R3. Understanding their geome-
try is a good demonstration of how a judicious choice of coordinates or frames is essential in
unravelling a geometric structure. We consider the quadric surface defined by the equation

Q :
x2

1

a1

+
x2

2

a2

+
x2

3

a3

= 1, (1.4.4)

where we assume a1 > a2 > a3; a1a2a3 6= 0 and a1 > 0. If a3 > 0 then Q is an ellipsoid; Q
is a hyperboloid of one sheet if a2 > 0 > a3, and a hyperboloid of two sheets if a1 > 0 > a2.

13More generally, the envelope of a one parameter family of planes is a developable by a similar argument.
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One can parametrize Q by using trigonometric and hyperbolic functions similar to the use of
polar coordinates on the sphere, however, relative to such parametrizations the metric will
be in non-diagonal form and computations appear to be intractable or extremely laborious.
There is a remarkable way of parametrizing Q which greatly simplifies the computation of
many quantities of interest which we now describe. Consider in addition to Q the family of
quadrics

Q(λ) :
x2

1

a1 + λ
+

x2
2

a2 + λ
+

x2
3

a3 + λ
= 1, (1.4.5)

where λ is a parameter. In analytic geometry one refers to Q(λ)’s as a family of confocal
quadrics. For each (x1, x2, x3) we define

q(λ)
def≡ (a1 +λ)(a2 +λ)(a3 +λ)−x2

1(a2 +λ)(a3 +λ)−x2
2(a3 +λ)(a1 +λ)−x2

3(a1 +λ)(a2 +λ).
(1.4.6)

This is a cubic equation in λ and for x = (x1, x2, x3) ∈ Q one of its roots is λ = 0. Note
the geometric meaning of q(λ) = 0, namely, for fixed y = (y◦1, y

◦
2, y

◦
3) ∈ Q, substituting the

solutions λ = u, v of q(λ) = 0 (with yj’s replacing xj’s) in (1.4.5) we obtain equations of two
other quadrics, confocal with (1.4.4), and passing through the point y ∈ Q. Therefore

q(λ) = λ(λ− u)(λ− v), (1.4.7)

where u and v depend on x ∈ Q. We use (u, v) as coordinates on Q. Expressing x1, x2, x3 in
terms of (u, v) is a simple matter. In fact, substituting λ = −ai in (1.4.6) and using (1.4.7),
we obtain

x2
1 =

a1(a1 + u)(a1 + v)

(a1 − a2)(a1 − a3)
, x2

2 =
a2(a2 + u)(a2 + v)

(a2 − a1)(a2 − a3)
, x2

3 =
a3(a3 + u)(a3 + v)

(a3 − a1)(a3 − a2)
. (1.4.8)

This parametrization is valid in every connected open subset of the region x1x2x3 6= 0. After
a simple calculation we see that the metric on Q relative to this parametrization is given the
2× 2 matrix

ds2 :

(
u(u−v)

4(a1+u)(a2+u)(a3+u)
0

0 v(v−u)
4(a1+v)(a2+v)(a3+v)

)
. (1.4.9)

Not only the metric is in diagonal form relative to this parametrization, the second funda-
mental form is also diagonal if we take frames along the curves v = const. and u = const.
Since this reflects a more general phenomenon we first make the following observation:

The quadric surfaces defined by (1.4.4) maybe regarded as part of the family (1.4.5).
Any two surfaces belonging to (1.4.5) intersect orthogonally in the sense that their normal
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vectors are orthogonal. This is proven by using (1.4.8) and the fact that the tangent plane
to the quadric Q(λ) at the point (c1, c2, c3) is given by

c1x1

a1 + λ
+

c2x2

a2 + λ
+

c3x3

a3 + λ
= 1. (1.4.10)

Since three quadrics (necessarily orthogonal) of the family (1.4.5) pass through every point
of the open subset of R3 defined by x1x2x3 6= 0, we say we have a triply orthogonal family of
surfaces. Let e1, e2, and e3 be a moving frame with ei’s normals to the three quadrics. Then
we have dx =

∑3
i=1 ωiei, and dei =

∑3
j=1 ωijei. Now set

ω23 = b11ω1 + b12ω2 + b13ω3, ω31 = b21ω1 + b22ω2 + b23ω3, ω12 = b31ω1 + b32ω2 + b33ω3

where bij’s are functions on R3. Now consider the surface with normal e3, i.e. defined
by the equation ω3 = 0. Then recall that the second fundamental form of this surface
is obtained by looking at 0 = dω3 = ω13 ∧ ω1 + ω23 ∧ ω2 valid on the surface, and using
Cartan’s lemma to conclude from the structure equations that ω13 = A11ω1 + A12ω2, and
ω23 = A21ω1 + A22ω2 with A12 = A21. It follows that b11 = −b22. Similarly by looking at
the surfaces with normals e1 and e2 we conclude that b22 = −b33 and b11 = −b33. Therefore
b11 = b22 = b33 = 0. Substituting in the matrix of the second fundamental form we see that
A12 = 0. Therefore we have shown

Lemma 1.4.1 The moving frame e1, e2, e3 consisting of normals to a triply orthogonal family
simultaneously diagonalizes the second fundamental forms of the surfaces.

Since the the quadrics (1.4.5) define a triply orthogonal family, we conclude from lemma
1.4.1 that by taking e1 and e2 be along the v = const. and u = const. curves we diagonalize the
second fundamental form. Having made this general observation we proceed to compute the
second fundamental form and the principal curvatures of a quadric surface. It is convenient
to introduce the quantity l which is the length of the perpendicular from the origin to the
tangent plane to Q at (c1, c2, c3) ∈ Q. From (1.4.10) and (1.4.8) it follows easily that

1

l2
=
c21
a1

+
c22
a2

+
c23
a3

=
uv

a1a2a3

.

Therefore the unit normal e3 to Q is e3 = ( lc1
a1
, lc2
a2
, lc3
a3

). It is a straightforward calculation

that relative to the coframe ω1 =
√

u(u−v)
4(a1+u)(a2+u)(a3+u)

du and ω2 =
√

v(v−u)
4(a1+v)(a2+v)(a3+v)

dv, the

matrix of the second fundamental form is(
1
u

√
a1a2a3

uv
0

0 1
v

√
a1a2a3

uv

)
. (1.4.11)
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It follows that the mean and the Gaussian curvatures of the quadric surface are

H = (
1

u
+

1

v
)

√
a1a2a3

uv
, K =

a1a2a3

u2v2
=

l4

a1a2a3

. (1.4.12)

Exercise 1.4.1 Let Q◦ be the quadric x2
1 + x2

2 − x2
3 = 1. Show that for every point P ∈ Q◦

with coordinates (a, b, c), c 6= 0, there is point P ′ ∈ Q◦ with coordinates (cos β, sin β, 0) such
that the line joining P to P ′ lies entirely on Q◦. Therefore Q◦ is a ruled surface of non-zero
curvature. Show that the same is true for all hyperboloids of one sheet.

Exercise 1.4.2 Consider the paraboloid defined by the equation Q :
x2
1

a1
+

x2
2

a2
= 4x3 where

a2 ≥ a1 and a2 > 0, and the family of quadric surfaces defined by

Q(λ) :
x2

1

a1 − λ
+

x2
2

a2 − λ
= 4(x3 − λ).

For fixed (x1, x2, x3) ∈ Q(λ), the equation

q(λ)
def≡ x2

1(a2 − λ) + x2
2(a1 − λ)− 4(x3 − λ)(a1 − λ)(a2 − λ) = 0

has three roots, one of which is 0. Denote the other two roots by u and v. Show that (u, v)
can be used to parametrize Q as

x2
1 =

4a1(a1 − u)(a1 − v)

a2 − a1

, x2
2 =

4a2(a2 − u)(a2 − v)

a1 − a2

, x3 = u+ v − a1 − a2.

Show that the matrix of ds2 relative to this parametrization is given by(
u(u−v)

(a1−u)(a2−u) 0

0 v(v−u)
(a1−v)(a2−v)

)

Prove that relative to the coframe ω1 =
√

u(u−v)
(a1−u)(a2−u)du, ω2 =

√
v(v−u)

(a1−v)(a2−v)dv the matrix

of the second fundamental form is diagonal with eigenvalues 1
2u

√
a1a2

uv
and 1

2v

√
a1a2

uv
whence

calculate the mean and Gaussian curvatures of Q. Show also that the family Q(λ) is a triply
orthogonal family of surfaces in R3.

Geodesics on a quadric surface, especially an ellipsoid, have particularly interesting features.
To understand their behavior, it is convenient to introduce the notion of Liouville-Stäckel
metric. Let φij be functions on Rm (with coordinates u1, · · · , um) and the properties

φij is a function of ui only, det(φij) = Φ 6= 0.
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Let Φij denote the (i, j) cofactor of the matrix φ = (φij) so that Φ =
∑

j φijΦij. A Rieman-
nian metric of the form

ds2 = Φ
∑
i

1

Φi1

du2
i (1.4.13)

is called a Liouville-Stäckel metric. (We have changed notation from (u, v) to (u1, · · · , um) to
emphasize the greater generality of Liouville-Stäckel metric.) The case of immediate interest
to us is

Exercise 1.4.3 Show that the metric on a quadric surface is a Liouville-Stäckel metric by
writing it in the form

ds2 = g11du
2
1 + g22du

2
2 = φ12(

φ11

φ12

− φ21

φ22

)du2
1 + φ22(

φ11

φ12

− φ21

φ22

)du2
2.

Exercise 1.4.4 Let M be a surface with a Riemannian metric g, and assume that M admits
of a nontrivial one parameter group of isometries. Show that one can choose coordinates such
that the metric becomes of the Liouville-Stäckel type.

The importance of this metric is exemplified by the following exercise:

Exercise 1.4.5 For a surface with a Liouville-Stäckel metric, show that the function

L = g11
φ21

φ22

(
du1

ds
)2 + g22

φ11

φ12

(
du2

ds
)2

is invariant under the geodesic flow, where s denotes arc length along a geodesic (u1(s), u2(s)).
(Calculate dL

ds
using the symplectic form of the equations of geodesics.

Exercise 1.4.6 The Poincaré metric on the upper half plane is of Liouville-Stäckel type.
Identifying the unit tangent bundle of the upper half plane with SO(1, 2) = SL(2,R)/±I
(see example 1.3.2), show that

L(

(
a b
c d

)
) = c2d2, for

(
a b
c d

)
∈ SL(2,R).

Prove also that if a geodesic γ on the upper half plane intersects the real axis at A and B,
then L(γ) = (A−B)−2. (While the geodesic flow on the entire upper half plane is completely
integrable, on compact or finite volume quotients Γ \ H2, it is not integrable. This fact is
reflected in the high degree of non-invariance of the function L under any sufficiently large
discrete subgroup of SL(2,R).)
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While the preceding exercise shows that the function L is invariant under the geodesic
flow, there is a conceptual way of understanding this invariance property which sheds light
on the structure of the geodesic flow for a Liouville-Stäckel metric. For simplicity of notation
set

U1 =
φ11

φ12

, U2 =
φ21

φ22

, h1 = φ12, h2 = φ22.

Then the metric (1.4.13), in the case of a surface, takes the form

ds2 = (U1 − U2)(h1du
2
1 + h2du

2
2),

where Ui, hi is a function of ui only. To understand the structure of geodesics for this metric
we use condition • of the subsection “Geodesics”. It follows from this condition that the
orthogonal trajectories to the curves ψ = c for a function ψ satisfying the differential equation

1

U1 − U2

[
1

h1

(
∂ψ

∂u1

)2 +
1

h2

(
∂ψ

∂u2

)2] = 1, (1.4.14)

are geodesics. The differential equation for ψ can be written in the more convenient form

U1 −
1

h1

(
∂ψ

∂u1

)2 = U2 +
1

h2

(
∂ψ

∂u2

)2. (1.4.15)

This equation can be integrated since its left (resp. right) hand side is a function of u1 (resp.
u2) only. Therefore for every fixed number L the equations

U1 −
1

h1

(
∂ψ

∂u1

)2 = L = U2 +
1

h2

(
∂ψ

∂u2

)2, (1.4.16)

define a function ψ = ψL = Ψ1(u1) + Ψ2(u2) such that the integral curves for its gradient
vector field are geodesics. Explicitly we can write

ψ(u1, u2) =

∫ √
h1(u1)(U1(u1)− L)du1 +

∫ √
h2(u2)(L− U2(u2))du2, (1.4.17)

where the integral sign means an indefinite integral. Clearly the constant L is invariant
under the geodesic flow. To better understand the meaning of L, we first prove the following
simple lemma:

Lemma 1.4.2 The geodesics of the metric ds2, orthogonal to the curves ψL = c, are given
by the differential equation√

h2(U1 − L)du2 −
√
h1(L− U2)du1 = 0.
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Proof - We write the metric in the form

ds2 = (
√
h1(U1 − L)du1 +

√
h2(L− U2)du2)

2 + (
√
h2(U1 − L)du2 −

√
h1(L− U2)du1)

2.

The first square is dψ2, and naturally we seek functions G and ϕ such that ds2 = dψ2+Gdϕ2.
It is easily seen that we can set

G(u1, u2) = (U1(u1)− L)(L− U2(u2)), dϕ =

√
h1√

U1 − L
du1 −

√
h2√

L− U2

du2,

to obtain the required form for the metric (note that dϕ is closed so that ϕ exists). The
orthogonal trajectories to ψ = c being geodesics (see proposition 1.2.3), we obtain

√
Gdϕ = 0

as the differential equations of geodesics which is the desired result.

Now let θ be the angle between a geodesic (with arc-length s) and the curve u2 = c.
Clearly

cos θ =
√
h1(U1 − U2)

du1

ds
, sin θ =

√
h2(U1 − U2)

du2

ds
. (1.4.18)

Combining lemma 1.4.2 and (1.4.18) we obtain

cos θ√
U1 − L

− sin θ√
L− U2

= 0,

which implies

L = U1 sin2 θ + U2 cos2 θ = L. (1.4.19)

This gives the important interpretation of the function L and that its invariance under the
geodesic flow is immediate since it is equal to L. We can now give an explicit description of
the the tori Nc of proposition ??. In fact, for every regular value L of L, the integral curves
of gradψL lie on the torus NL, and the torus NL consists of the orthogonal trajectories to the
curve(s) ψL = c. It remains to determine the regular values or critical points of the function
L.

It makes more sense to determine the critical points of L in a global setting when the
manifold or surface M is given rather than when only local information about the metric is
available. Thus we restrict ourselves to the case of the ellipsoid Q (1.4.4). The coordinates
(u, v) are valid in each connected open subset of x1x2x3 6= 0, and in each such open set we
have U1 = u and U2 = v. Therefore

dL = sin2 θdu+ cos2 θdv + (u− v) sin 2θdθ,
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and dL 6= 0 in the region x1x2x3 6= 0. To understand the behavior of the function L in a
neigborhood of x3 = 0, we note that λ = −a3 is a root of the equation q(λ) = 0 when x3 = 0.
In view of (1.4.8) we make the substitution v = −a3 + y2 which yields the expression

L = u sin2 θ + (−a3 + y2) cos2 θ. (1.4.20)

It follows that dL = 0 for y = 0 and θ = 0. This means that for x3 = 0 6= x1x2, the arc of

the ellipse
x2
1

a1
+

x2
2

a2
= 1 together with the unit tangent vector field to it, is a curve in the unit

tangent bundle which is critical for the function L. Similar considerations apply to the arcs
x2 = 0 6= x1x3 and x1 = 0 6= x2x3. There still remain six points which are the intersections
of the ellipsoid with the coordinate axis. We make make the substitution u = −a2 + z2 and
v = −a3 + y2 in a neighborhood of the point x1 = ±√a1 to obtain

dL = 2z sin2 θdz + 2y cos2 θdy + (a3 − a2 − y2 + z2) sin 2θdθ.

Therefore the critical points of L in the fibres of the unit tangent bundle over the six points
are the directions θ = 0,±π

2
, π. Thus the critical points (or manifolds) of L is exactly six

disjoint circles in the unit tangent the ellipsoid. This completes the description of complete
integrability of the geodesic flow on the unit tangent bundle of the general ellipsoid Q with
a1 > a2 > a3 > 0.

Complete integrability of the geodesic flow is related to the question of the existence of
closed geodesics. To demonstrate this relationship, we consider the ellipsoid Q for which
we have a reasonably clear picture. The geodesic flow leaves each torus Nc of proposition
?? invariant and is linear. Therefore if for some Nc the geodesic flow on Nc has a periodic
orbit, all the orbits on Nc are closed and we have a continuum of closed geodesics with
the same period. The three distinguished closed geodesics which are the intersections of
the hyperplanes xi = 0 with Q, all lie on degenerate tori Nc since L is critical on these
geodesics. Therefore we cannot yet conclude the existence of closed geodesics, other than
the three distinguished ones, from the above analysis. The conclusion that there are in fact
continuums of closed geodesics on an ellipsoid requires further analysis to ensure that the
geodesic flow is “rational” relative to the period matrix of the given torus. This is achieved by
showing that if the period matrix of the tori Nc are normalized so that Nc becomes isometric
to the standard torus represented by the unit square, then the angle that the geodesic flow
makes with the x-axis changes continuously with c and is not constant, and in particular
there are many c’s for which the flow is rational.

The geodesic flow is in general not completely integrable and the existence of closed
geodesics on Riemannian manifolds is best treated by other techniques.

Remark 1.4.1 The Liouville-Stäckel metric can be used to establish complete integrability
of the geodesic flow on an ellipsoid in Rm+1. The metric on a quadric in Rm+1 can be
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put in the form (1.4.13) by using m + 1-tuples of orthogonal quadrics. One then exhibits
m − 1 functions which together with E (which is the Riemannian metric) give complete
integrability. These functions are

Lj = Φ
m∑
i=1

Φij

(Φi1)2
(
dui
dt

)2, for j = 2, · · · ,m.

The detailed verification of complete integrability and the structure of the critical manifolds
will not be discussed here. The ingenious ideas in unravelling the geometry of quadric
surfaces are substantially due to Jacobi.

1.4.3 Isothermal Coordinates

We show that any Riemannian metric on a surface is (locally) conformally flat, which means
that it has local expression of the form

ds2 = e2σ(u,v)(du2 + dv2), (1.4.21)

where σ(u, v) is a real-valued function. Coordinate systems where the Riemannian metric
has expression of the form (1.4.21) are called isothermal coordinates. To prove the existence
of isothermal coordinates, we start with the metric in the form ds2 = ω2

1 + ω2
2 where ω1, ω2

is an orthonormal coframe. Set ϕ = ω1 + iω2. We have

Lemma 1.4.3 There is locally a complex valued function α(u, v) of two real variables u, v
such that ϕ = αdw where w = u+ iv. Consequently,

ds2 = ϕϕ = |α|2(du2 + dv2)

exhibiting the metric in isothermal coordinates.

Proof of Lemma 1.4.3 - By elementary theory of ordinary differential equations in the
plane, there is an integrating factor µ 6= 0 such that µ(ω1 + iω2) is an exact differential dw.
Since

dw ∧ dw = (−2i)|µ|2ω1 ∧ ω2,

the change of variables to (u, v) coordinates, where w = u + iv, has nonvanishing Jacobian
and is permissible. The second assertion follows from the first. ♣

Exercise 1.4.7 Compute isothermal coordinates for S2 ⊂ R3 by stereographic projection
and implementing the proof of lemma 1.4.3.
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Remark 1.4.2 The above proof of the existence of isothermal coordinates (or the inte-
grating factor) requires the metric to be of class C2. While the assumption of C2 can be
weakened, the proof becomes considerably more elaborate, and the result is false if we assume
mere continuity of the metric (see [Ch1]). ♥

One important implication of the existence of isothermal coordinates is that a Riemannian
metric on an orientable surface M gives M the structure of a complex manifold of dimension
1. In fact, we set w = u + iv where u, v are isothermal positively oriented coordinates on
M . Any positively oriented change of coordinates which preserves the conformally flat form
of the expression of the metric (i.e., positively oriented isothermal change of coordinates)
is a conformal orientation preserving map of a domain in R2 = C into C and is therefore
complex analytic by elementary complex function theory. This gives M the structure of
a complex manifold of dimension 1. It is useful to express the complex structure on an
orientable surface defined by a Riemannian metric in terms of a moving (co)frames.

Lemma 1.4.4 Let ds2 = ω2
1 + ω2

2. Then a function f defined on an open set U ⊆ M is
holomorphic relative to the complex structure defined by ds2 if and only if df = g(ω1 + iω2)
for some function g on U , i.e., the ∂̄-component of df vanishes. Similarly df = g(ω1 − iω2)
for some function g on U if and only if f is antiholomorphic.

Proof - Since the lemma is obviously valid for the coframe ω1 = eσdu, ω2 = eσdv where
ds2 = e2σ(du2 + dv2) (isothermal coordinates), it suffices to to establish its invariance under
positively oriented orthonormal change of frames. For the coframe

θ1 = cos β ω1 − sin β ω2, θ2 = sin β ω1 + cos β ω2,

we have θ1 + iθ2 = eiβ(ω1 + iω2) which is the required invariance. Q E D
In particular, consider the sphere S2 ⊂ R3, then the complex structure on S2 from the

induced metric is defined by the 1-form ω13 + iω23 in the notation of example 1.2.1. An
important but simple consequence of this observation is the following:

Corollary 1.4.1 The Gauss map g : M → S2, where g(x) = e3, of a minimal surface is
antiholomorphic.

Proof - To obtain the coefficients of the second fundamental form we may write ωj3 instead
of g?(ωj3). Then, by (1.2.5) and the minimality condition A11 + A22 = 0, we have

ω13 + iω23 = (A11 + iA12)ω1 + i(A22 − iA12)ω2 = (A11 + iA12)(ω1 − iω2),

which proves the antiholomorphy of the Gauss map. ♣
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Example 1.4.2 One should note that in general it is not true that dz = ω1 + iω2 where z
denotes a coordinate function on the surface M . In fact, for M = S2, we have ω1 = dϕ and
ω2 = sinϕdθ. Now if dz = ω1 + iω2 then ddz 6= 0 which shows that dz 6= ω1 + iω2 for any
coordinate function z. ♠

Exercise 1.4.8 Show that the antipodal map of S2 is anti-holomorphic.

Exercise 1.4.9 Show that the standard cylindrical coordinates are isothermal for the surface
of revolution f(x3) =

√
x2

1 + x2
2. Compute the metric in isothermal coordinates for the

catenoid defined by coshx3 =
√
x2

1 + x2
2. Find isothermal coordinates for the helicoid defined

by the equation x2 tan x3 = x1, and compare it to the metric for the catenoid. (One such
parametrization is x1 = sinhu sin v, x2 = sinhu cos v, x3 = v.)

Exercise 1.4.10 Let M ⊂ R3 be the graph of a function z = z(x, y). With the notation of
exercise 1.2.2, define

η =
1 + p2√

1 + p2 + q2
dx+

pq√
1 + p2 + q2

dy, ζ =
pq√

1 + p2 + q2
dx+

1 + q2√
1 + p2 + q2

dy.

Show that dη = qH, and dζ = −pH where H is the mean curvature of M (see exercise
1.2.2). Therefore η and ζ are closed if M is a minimal surface. Now assume that M is a
minimal surface and let f and h be functions such that η = df and ζ = dh. Show that

u = x+ f(x, y), v = y + h(x, y)

are isothermal coordinates for M , and with respect to the (u, v) coordinates, and the metric
takes the form

ds2 =
1 + p2 + q2

2 + p2 + q2 + 2
√

1 + p2 + q2
(du2 + dv2),

and the Jacobian of change of variables is

∂(u, v)

∂(x, y)
= 2 +

2 + p2 + q2√
1 + p2 + q2

.

Just as harmonic functions of two real variables are closely connected to complex analytic
functions, harmonic maps of surfaces are related to holomorphic maps. To understand this



324 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

connection, we let f : M → N be a mapping of surfaces with Riemannian metrics in
isothermal coordinates given by

ds2
M = e2σ(x,y)(dx2 + dy2), ds2

N = e2ρ(u,v)(du2 + dv2). (1.4.22)

Then as noted earlier z = x+ iy and w = u+ iv are complex analytic coordinates on M and
N respectively.

Exercise 1.4.11 Let the metrics on M and N be given by (1.4.22). Set ω = ω1 + iω2 =
eσ(x,y)dx+ieσ(x,y)dy and a similar expression for θ. Show that dω+iω21∧ω = 0 and a similar
equation for dθ. Define fω and fω̄ by f ?(θ) = fωω + fω̄ω̄. Proceeding as in the definition of
the coefficients faij, define fωω, fωω̄, fω̄ω and fω̄ω̄, and show that fωω̄ = fω̄ω. Prove that f is
harmonic if and only if fωω̄ = 0. (This maybe regarded as the analogue for the expression
4 ∂2

∂z∂z̄
= ∂2

∂x2 + ∂2

∂y2
.)

We set ω = ω1 + iω2, θ = θ1 + iθ2 and define fω, fω̄ etc. as in exercise 1.4.11. Consider
the quadratic differential

Ψ = fωfω̄ω
2. (1.4.23)

It is a simple matter to see that Ψ is invariant under gauge transformations λ : N → U(1)
and µ : M → U(1). Therefore Ψ does not depend on the choice of frames on M and N .
Taking exterior derivative of f ?(θ) and using Cartan’s lemma in the familiar fashion we
obtain

dfω+ifωω12−ifωf ?(θ12) = fωωω+fωω̄ω̄, dfω̄+ifω̄ω12−ifω̄f ?(θ12) = fω̄ωω+fω̄ω̄ω̄, (1.4.24)

with fω̄ω = fωω̄. As shown in exercise 1.4.11 harmonicity is equivalent to fωω̄ = 0. We can
choose gauge transformations such that ω12 and θ12 vanish at given points in M and N . It
then follows that vanishing of fωω̄ at x ∈M is equivalent

dfω = fωωω, and dfω̄ = fω̄ω̄ω at x ∈M.

In view of the independence of Ψ from the choice of frame (gauge transformation), this
means

Proposition 1.4.1 Ψ is holomorphic if and only if f is harmonic.

Remark 1.4.3 Exercise 1.4.12 below gives the coordinate version of the calculation leading
to proposition 1.4.1. The reason for including it is to demonstrate the greater simplicity and
transparency that one often achieves by using moving frames rather than coordinates. ♥
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Exercise 1.4.12 Show that harmonicity of f can be expressed by the equation

∂2f

∂z∂z̄
+ 2

∂ρ

∂w

∂f

∂z

∂f

∂z̄
= 0,

where z = x+ iy, w = u+ iv, ∂
∂z̄

= 1
2
( ∂
∂x

+ i ∂
∂y

) and ∂
∂z

= 1
2
( ∂
∂x
− i ∂

∂y
) relative to isothermal

coordinates given by (1.4.22). Show that for a harmonic mapping the quadratic differential

Ψ = e2ρ(f(z))∂f

∂z

∂f̄

∂z
dz2

is holomorphic.

Since we have not developed the basic facts regarding complex manifolds even in di-
mension one, we cannot yet exploit the implications of holomorphy of Ψ. For example,
anticipating the elementary fact that that there are no holomorphic quadratic differentials
on CP (1) ' S2 (which will be discussed in volume 2) we see that for every harmonic map
f : S2 → S2 we have Ψ = 0. Consequently f is either holomorphic or antiholomorphic.
This maybe regarded as an analogue of the fact that harmonic functions in the plane are
representable as a sum of a holomorphic and an antiholomorphic function.

Example 1.4.3 The existence of isothermal coordinates allows us to extend the isoperimet-
ric inequality to negatively curved surfaces (at least locally). We assume the metric is in the
form ds2 = e−2ρ(dx2 + dy2) and note that the curvature of the surface is given by e2ρ∆ρ < 0
by assumption. Let Γ be a simple closed curve on M enclosing a relatively compact open set
D. Since our considerations are local at this point we may assume D ⊂ C with piece-wise
smooth boundary Γ. The area of D and length of γ are given by

S =

∫
D

e−2ρ(x,y)dx ∧ dy, L =

∫
e−ρ
√
dx2 + dy2. (1.4.25)

Let ϕ1 be the harmonic function on D with boundary values given by rho. Let ϕ2 be the
conjugate harmonic function so that ϕ(z) = ϕ1(z) + iϕ2(z) is holomorphic. Consider the
mapping F : D → C defined by

F (z) =

∫ z

z◦

e−ϕ(z)dz,

where z◦ ∈ D is any fixed point. Then F ′ is nowhere vanishing and we obtain a diffeomor-
phism of D onto a region D′ bounded by a curve Γ′. The area of D′ and length of Γ′ are
given by

S ′ =

∫
D

e−2ϕ1(x,y)dx ∧ dy, L =

∫
e−ϕ1

√
dx2 + dy2. (1.4.26)
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Since ϕ1 is harmonic with boundary values ρ, we have

ϕ1 − ρ = 0 on Γ, ∆(ρ− ϕ1) ≤ 0 in D,

which implies ρ ≥ ϕ1 in D. It therefore follows from (1.4.25) and (1.4.26) that

S ≤ S ′, L′ = L.

Thus isoperimetric inequality for the Euclidean plane implies the analogous result for nega-
tively curve surface, viz.,

S ≤ L

4π
.

Of course our considerations were purely local. The same inequality is valid in general if we
require the surface to be simply connected. This notion is introduced in chapter 4. There
are many generaliztions of the isoperimetric inequality to Riemannian manifolds (see e.g.
[Cha] and references thereof). ♠

1.4.4 Mean Curvature

In example 1.2.6 we showed how one can construct surfaces of revolution with prescribed
mean curvature. The construction was local in nature. In the constant curvature case,
the differential equation has an remarkable geometric interpretation which was discovered
by Delaunay. We present below Delaunay’s ingenius geometric construction of a complete
surface of constant mean curvature other than the sphere.

Let Γ be a simple closed convex curve in the plane. We fix a point Q in the interior of
Γ and let L be a line tangent to Γ at some point P ∈ Γ. Since Γ is convex we can imagine
the rolling motion of Γ on the line L. Let s denote the arc length along Γ measured from P
and Ps ∈ Γ denote the point whose distance from P along Γ, moving in the counterclockwise
direction, is s. We assume the rolling motion of Γ on L is such that the point of contact of
Γ with L moves counterclockwise on Γ. The curve Γs differs from Γ by a proper Euclidean
motion gs ∈ SE(2) and we can assume gs depends smoothly on s with g◦ = id. Then
s → gs(Q) describes a curve Γ′ in the plane which we refer to as the roulette of Γ (relative
to Q). We want to study the mean curvature of the surface obtained by the rotation of Γ′

around the line L. It is convenient to introduce a new Cartesian coordinate system with
the positive x-axis being the line L pointing in the direction of the rolling motion of Γ, and
choose y accordingly. Let Γ be described by a parameter φ and s(φ) denote the distance
along Γ of the point corresponding to parameter φ to P . We let (x(φ), y(φ)) denote the
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coordinates of gs(φ)(Q) in the (x, y) system. Denoting the point on Γ by p(φ), we obtain

x(φ) = s(φ)− p(φ) · p′(φ)

|p′(φ)|
, y(φ) =

√
|p(φ)|2 − (p(φ) · p′(φ))2

|p′(φ)|2
(1.4.27)

where · denotes the standard inner product on R2 with gs(φ)(Q) as the origin (see figure
(XXXX)). Notice the appearance of the term s(φ) in the expression for x(φ) reflects the
rolling motion of Γ, and the validity the expression for x(φ) is immediate. To prove the
formula for y(φ), let e1(φ), e2(φ) be a moving frame with e1(φ) tangent to Γs(φ). Then the
expression for y(φ) follows easily from

p(φ) · p(φ) = (p(φ) · e1(φ))2 + (p(φ) · e2(φ))2. (1.4.28)

Γs(φ). We now calculate the differential equation satisfied by the roulette Γ′. In fact differ-
entiating (1.4.27) we obtain

dx

ds
= −κp(φ) · e2(φ),

dy

ds
= κp(φ) · e1(φ), (1.4.29)

where κ denotes the curvature of the curve Γ. Therefore

dy

dx
= −p · e1

p · e2
. (1.4.30)

From (1.4.28) and (1.4.30) we obtain

y2

(
1 +

(dy
dx

)2)
= p · p. (1.4.31)

In cases when one can obtain a reasonable expression for p ·p, this differential equation gives
decisive information about Γ′ and the surface obtained by rotating it around the x-axis. This
point is demonstrated by the following example and exercise 1.4.13 below:

Example 1.4.4 Now specialize to the case where Γ is the ellipse

p(φ) = (−c+ a cosφ, b sinφ),

that is, Γ is the ellipse with major and minor axes 2a and 2b and foci 2c apart where
c2 = a2− b2. This parametrization refers to the Cartesian coordinates with the origin at one
of the foci and we let Q be the other focus. We can easily calculate y in terms of φ from
(1.4.27) and obtain

cosφ =
a(b2 − y2)

c(b2 + y2)
. (1.4.32)
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Substituting in p · p = (a− c cosφ)2 to eliminate φ, (1.4.31) yields√
1 +

(dy
dx

)2
=

2ay

b2 + y2
. (1.4.33)

as the differential equation for the roulette. We would like to compare this differential
equation with (1.2.14), however, the latter is a second order equation. When H is constant
(1.2.14) can be simplified. In fact, multiplying both sides of (1.2.14) by f ′ we obtain

2Hff ′ = f ′
(

1 + f ′2
)− 1

2

− ff ′f ′′
(

1 + f ′2
)− 3

2

.

The right hand side is the derivative of f(1 + f ′2)−
1
2 , and therefore we can carry out an

integration to obtain √
1 +

(
df

dx

)2

=
2f

2Hf2 + γ
, (1.4.34)

where γ is a constant of integration. Comparing (1.4.33) with (1.4.34) we conclude that MΓ

has constant mean curvature. The solution obtained in example 1.2.6 was local, however,
since we can roll the ellipse in either direction indefinitely, Delaunay’s construction, in the
constant mean curvature case, gives a complete surface. ♠

Exercise 1.4.13 By adopting the argument of example 1.4.4, show that when Γ is a parabola,
and Q is its focus, then Γ′ is the catenary

y = c cosh
x

c
,

and the surface obtained by rotating Γ′ around the x-axis is a minimal surface.

To discuss some integral inequalities involving the mean curvature we begin with the
following lemma:

Lemma 1.4.5 Let U ⊂ R3 be an open relatively compact subset with smooth boundary
∂U = M , and G : M → S2 the Gauss map assigning to each point of M the unit outward
normal. Let M+ denote the subset of M with non-negative Gaussian curvature. Then the
restriction of G to points with Gaussian curvature κ ≥ 0 is onto S2.

Proof - We give an intuitive proof. It is no loss of generality to assume that the origin lies in
U . Let e ∈ Sm, and Pr denote the hyperplane with normal e and distance r from the origin.
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For R sufficiently large PR ∩ Ū = ∅. Let r◦ be the infimum of all r such that Pr ∩ Ū = ∅.
Then Pr◦ is a tangent space to M , and M lies on one side of Pr◦ so that κ is non-negative
on Pr◦ ∩M . In fact if Pr◦ ∩ Ū = ∅ then for r in a small neighborhood of r◦ we would have
Pr ∩ Ū = ∅. The infimum requirement on r◦ implies that M lies on one side of Pr◦ and
Pr◦ ∩ Ū ⊂ Pr◦ so that Pr◦ is a tangent space. Therefore the restriction of G to M+ is onto.
♣

Let M ⊂ R3 be a compact (embedded) surface so that it bounds an open relatively
compact subset U , and κ+ = max(0, κ) where κ denotes the Gaussian curvature of M . Since
G?(dvS2) = κω1 ∧ ω2, and by lemma 1.4.5 the restriction of G to M+ is onto S2 we obtain∫

M

κ+dvM ≥ 4π. (1.4.35)

We can now prove

Corollary 1.4.2 (Willmore) For a compact embedded surface M ⊂ R3 we have∫
M

H2dvM ≥ 4π,

where H denotes the mean curvature of M .

Proof - We have

H2 =
(κ1 + κ2)

2

4
= κ1κ2 +

(κ1 − κ2)
2

4
.

Therefore H2 ≥ κ+ and the required result follows from (1.4.35). ♣
Related to corollary 1.4.2 is the Willmore conjecture that for an embedded torus M ⊂ R3

we have ∫
M

H2dvM ≥ 2π2. (1.4.36)

Many special cases of this conjecture have been verified.
There are inequalities analogous to the isoperimetric inequality but involving the mean

curvature of a surface or hypersurface. A particularly useful one is due to Ros which we
now describe. Since the proofs of these facts for hypersurfaces are almost identical to those
for surfaces we work in the more general framework of hypersurfaces. Let M ⊂ Rm+1 be
a compact connected hypersurface bounding a region U (∂U = M). For a point x ∈ U let
dU(x) denote the distance of x to M , i.e.,

dU(x) = inf
y∈M

d(x, y),

where d(x, y) denotes the Euclidean distance between x and y. The following geometric
lemma is an important observation:
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Lemma 1.4.6 Let U ⊂ Rm+1 be an open relatively compact subset with smooth boundary
∂U = M . There is a compact set C ⊂ U of measure zero such that for every x in the
complement of C in U , dU(x) is realized by a unique point y(x) ∈M .

We shall not give a proof of this intuitive lemma. It is clear that if dU(x) is realized by
more than point y ∈ M , then for every z 6= x on the ray joining x to any such y, dU(z) is
uniquely realized by y. This observation may be used to give a formal proof of lemma 1.4.6,
but the details are not relevant to our context and will not be discussed here. The structure
of the set C can be quite complex and reflects the topology of M , but this is not the issue
at this point.

We denote a general point of M by p and let e1 · · · , em+1 be a moving frame with em+1

the unit normal to M pointing to the interior U . The open set V = U\C has parametric
representation

x = p+ te3(p),

where the domain of t is an interval (0, cp) which depends on p. This parametrization means
that for every x ∈ V we let p ∈ M be the unique point realizing dU(x). Taking exterior
derivative we obtain

dx = ω1e1 + · · ·+ ωmem + tdem+1 + dtem+1.

Writing dem+1 = ω1 m+1e1 + · · ·ωm m+1em and expressing ωim+1 in terms of the second
fundamental form of the hypersurface M , we obtain the following expression for the volume
element on V :

dv = (1−mtH(1) +

(
m

2

)
t2H(2) + · · · )ω1 ∧ · · · ∧ ωm ∧ dt,

where H(1) = H (mean curvature), H(2), · · · are the normalized elementary symmetric func-
tions of principal curvatures of the hypersurface M . Therefore setting

A =

∫ cp

◦
(1−mtH +

(
m

2

)
t2H(2) + · · · )dt,

we obtain

vol(U) =

∫
M

AdvM . (1.4.37)

We have the factorization

1−mtH +

(
m

2

)
t2H(2) + · · · = (1− κ1t) · · · (1− κmt),
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and in view examples 1.1.1 and 1.2.20 we have

cp ≤ min(
1

|κ1|
, · · · , 1

|κm|
). (1.4.38)

It follows that each term (1 − κit) in the integral defining A is positive. By the arith-
metic/geometric mean inequality we have

(1− κ1t) · · · (1− κmt) ≤ (1−H)m.

It also follows from (1.4.38) that cp ≤ 1
H

, and consequently

A ≤
∫ 1

H

◦
(1− tH)mdt =

1

(m+ 1)H(1)

.

Therefore (1.4.37) implies

vol(U) ≤ 1

m+ 1

∫
M

1

H
ω1 ∧ · · · ∧ ωm. (1.4.39)

We can strengthen the above conclusion as

Proposition 1.4.2 Let M ⊂ Rm+1 be a compact surface bounding a region U . Then (1.4.39)
holds with equality if and only if M is a sphere.

Proof - It only remains to prove the assertion about equality. Clearly equality holds for a
sphere. In view of the application of the arithmetic/geometric mean inequality in the proof
of (1.4.39), for = to hold it is necessary for every point of M to be umbilical which implies
that M is a sphere (see example 1.2.16). ♣.

Corollary 1.4.3 (Alexandrov) - A compact hypersurface M of constant mean curvature
embedded in Rm+1 is necessarily a sphere.

Proof - A compact hypersurface embedded in Rm+1 necessarily bounds an open relatively
compact set14 U so that ∂U = M . We make use of the identity (see corollary ??)

vol(M) = −
∫
M

H < em+1, x > ω1 ∧ ωm (1.4.40)

14The fact that a compact embedded hypersurface decomposes Rm+1 into two components, namely the
interior and exterior of M requires proof, but is geometrically so plausible that we will assume it without a
formal argument. This issue will be discussed in a more general framework in the context of cohomology in
the next volume. One may call a point x 6∈ M an exterior point (resp. interior point) of M if generically
any ray emanating from x intersects M in an even (resp. odd) number of points.
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where x represents a general point of M ⊂ Rm+1, em+1 is interior normal to the hypersurface
etc. For H1 constant, from (1.4.40) and Stokes’ theorem (see example ?? and in particular
formula (??) of chapter 1) we obtain

vol(M) = −H
∫
M

< em+1,x > ω1 ∧ · · · ∧ ωm

= (m+ 1)H

∫
U

ω1 ∧ · · · ∧ ωm+1

= (m+ 1)Hvol(U).

Therefore equality holds in (1.4.39) and M is a sphere. ♣
The situation regrding immerions of surfaces of constant mean curvature is quite different.

In fact it is possible to immerse a torus in R3 such that it has constant mean curvature, and
glue constant mean curvature tori together in such a way that the resulting surface will have
the same property. The reader is referred to [GB] and referencs thereof for for this matter.
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1.5 Convexity

1.5.1 Support Function

In order to investigate the geometric notion of convexity we introduce the analytical concepts
of sublinear and convex functions. A function f : Rm+1 → R is called sublinear if

f(x+ y) ≤ f(x) + f(y), f(αx) = αf(x) for α ≥ 0, x, y ∈ Rm+1.

A sublinear function is a convex function in the sense that

f(α1x1 + · · ·+ αkxk) ≤ α1f(x1) + · · ·+ αkf(xk),

for xj ∈ Rm+1 and αj ∈ [0, 1] with
∑
αj = 1. Implicit in the definition of a convex function

is that its domain is a convex subset of Rm+1. If for a sublinear function f , 0 6= x ∈ Rm+1

is such that f(−x) = −f(x) then we call x a linearity direction for f .

Exercise 1.5.1 Let Q : Rm+1 → R+ be a convex function, and g : R+ → R a monotone
increasing convex function. Show that g(Q(x)) is a convex function.

Exercise 1.5.2 For a sublinear function f , the set of linearity directions together with 0 is
a linear subspace Lf on which f is linear. Every subspace of Rm+1 on which f is linear is
contained in Lf .

Exercise 1.5.3 Let U ⊂ R be an interval and f : U → R a differentiable function. Then f
is convex if and only if f ′ is an increasing function.

The basic analytical properties of convex functions are given in the proposition 1.5.1
below. Their relevance to geometry will become clear later in this subsection.

Proposition 1.5.1 Let U be an open convex subset of Rm+1, and f : U → R be a convex
function.

1. f is continuous.

2. f is Lipschitz continuous on any compact subset K of U .

3. If the partial derivatives Dif exist at a point x ∈ U , then f is differentiable at x.

4. For m = 0, (i.e., U ⊂ R and f : U → R) the right and left derivatives of f exist at
every point in the interior in U .



334 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

5. For U ⊂ R an open interval, and f : U → R a convex function, the right and left
derivatives of f satisfy the inequality f ′l ≤ f ′r. If y > x then f ′l (y) ≥ f ′r(x), and
consequently, f fails to be differentiable at most at a countable set of points.

To maintain the continuity of the presentation, the proof of the above proposition, which
belongs to real variable theory, is postponed to the end of this subsection.

The most important tool in the study of convex bodies is the support function. Let K
be a convex region in Rm+1 (i.e., closure of a convex open set) with smooth boundary. Then
the support function of K is the real valued function hK on Sm defined by

hK(e) =< G−1(e), e >,

where G denotes, as usual the Gauss mapping of the boundary ∂K. Several issues should
be clarified regarding this definition. The function hK , if defined, measures the distance of
the origin 0 to the tangent plane to ∂K at the point whose normal is e. If we assume ∂K is
smooth and has positive Gauss-Kronecker curvature everywhere, then G is a diffeomorphism
and therefore hK is defined. However, a general convex body need not have smooth boundary
and even in the smooth case, G−1 may be many-valued. Although primarily our concern here
is with bodies with smooth boundary, it is useful for our study of convexity to allow a greater
generality on the convex bodies. To this end we modify the definition of hK by setting

hK(e) = sup
x∈K

< x, e > . (1.5.1)

If the boundary of the convex body K is smooth, and y ∈ ∂K is such that G(y) = e, then
from the fact that K lies in a half space with boundary Tx∂K, it follows that the supremum
in (1.5.1) is achieved at y = x. Therefore the two definitions are compatible. Note that this
definition is applicable to compact sets contained in lower dimensional subspaces as well. It
is convenient to extend the definition of hK to a general non-zero vector u ∈ Rm+1. In this
case we set

hK(u) = sup
x∈K

< x, u > .

Example 1.5.1 For simple convex sets, the calculation of the the support function is rou-
tine. For instance, if K = v is a single point then hK is the linear function

hK(u) =< u, v > . (1.5.2)

If K = Bm+1
R is the closed ball of radius R > 0 centered at the origin in Rm+1, then

hK(u) = ||u||R. (1.5.3)
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If the convex set K is presented as the convex closure of set of its extreme points E(K), then
it is immediate that

hK(u) = sup
x∈E(K)

< x, u > . (1.5.4)

In particular, for the cube or more generally for any convex polytope15 hK is obtained by
taking “sup” over a finite set of points. For any convex set K ⊂ Rm+1 and N ≥ m + 1, we
may regard K as a convex subset of RN . Then the support function h

(N)
K of K regarded as

a subset of RN is related to hK = h
(m+1)
K by

h
(N)
K (u) = hK(P (u)). (1.5.5)

where P denotes the operator of orthogonal projection from RN onto Rm+1. If K and K ′

are compact convex subsets of Rm+1, then it is clear that

hK+K′ = hK + hK′ . (1.5.6)

Formulae (1.5.5) and (1.5.6) are useful in computing support functions. For example, they
immedately imply that the support function of the cube K with vertices at (±1, · · · ,±1) ⊂
Rm+1 is

hK(u1, · · · , um+1) = |u1|+ · · ·+ |um+1|.

Note that this function is differentiable outside the hyperplanes uj = 0. (See also exercise
1.5.5.) ♠

Exercise 1.5.4 Let θ denote the parameter on the circle S1 = {eiθ}, and h be a real valued
C2 function of θ satisfying the differential inequality

d2h

dθ2
+ h > 0.

Show that there is a convex set K in R2 with support function hK(eiθ) = h(θ). (h is extended
to R2 via the homogeneity condition hK(ρeiθ) = ρhK(eiθ), ρ ≥ 0, satisfied by hK . Consider
the curve p(θ) = h′(θ)(− sin θ, cos θ) + h(θ)(cos θ, sin θ).)

The half space H−(u,γ), 0 6= u ∈ Rm+1, is defined as

H−(u,γ) = {x ∈ Rm+1 | < x, u >≤ γ}

15A convex polytope is the convex closure of a finite set of points in Rm+1.
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Let K ⊂ Rm+1 be a closed convex body and 0 6= u ∈ Rm+1. We define the support hyperplane
and support half space as

HK(u) = {x ∈ Rm+1| < x, u >= hK(u)}, H−K(u) = {x ∈ Rm+1| < x, u >≤ hK(u)},

and set FK(u) = K ∩HK(u).

Exercise 1.5.5 Let K be a cube centered at the origin. Describe geometrically the hyper-
planes HK(u) and the sets FK(u).

There is a useful notion of duality in convex geometry. For a convex function f : Rm+1 →
R, we define the conjugate function f ? as

f ?(x) = sup
y∈Rm+1

(
< x, y > −f(y)

)
.

Exercise 1.5.6 Let f be lower semi-continuous16 convex function on Rm+1 with values in
R ∪∞. Show that f ? is a lower semi-continuous convex function with values in R ∪∞ and
f ?? = f .

Example 1.5.2 Let K be a compact convex set and hK be its support function. The
conjugate function h?K has a simple description. Since K is compact

hK(u) = sup
x∈K

< x, u ><∞

and hK is in fact a sublinear function when extended by 0 to the origin. Now

h?K(v) = sup
x∈Rm+1

[
< x, v > − sup

y∈K
< x, y >

]
.

Setting x = 0 we deduce that h?K ≥ 0. Since K is compact, supy∈K < x, y > is achieved at
some z(x) ∈ K. Therefore for v ∈ K we have

h?K(v) = sup
x∈Rm+1

[
< x, v > − < x, z(x) >

]
= 0

16A function f is lower semi-continuous at x if for every ε > 0 there is a neighborhood Ux such that
f(y) > f(x)− ε for all y ∈ Ux. If f is lower semi-continuous at all x, then it is called a lower semi-continuous
function. If K is the closure of open set and f : K → R is a continuous function, then extending f by ∞
outside of K gives a lower semi-continuous function.
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On the other hand, if v 6∈ K then clearly

h?K(v) = sup
x∈Rm+1

[
< x, v > − < x, z(x) >

]
= ∞.

Therefore

h?K(v) =

{
0 ifv ∈ K,
∞ otherwise.

(1.5.7)

We refer to a function of the form (1.5.7) as the associated function of the compact set K.
♠

What we accomplished in the above example is more than the calculation of the conjugate
of the support function of a compact set. In fact, if f is a sublinear function, not identically
zero, then for every λ > 0,

f ?(v) = sup
x∈Rm+1

[
< λx, v > −f(λx)

]
= λf ?(v)

which implies that f ? takes only values 0 and ∞. If we set K = {v | f ?(v) = 0}, it follows
easily that K is compact and f ?? = f is its support function. Therefore we have already
shown most of:

Proposition 1.5.2 There is a one to one correspondence between non-trivial R-valued sub-
linear functions on Rm+1 and compact convex subsets of Rm+1. The correspondence is given
by assigning to each K its support function, and the inversion is achieved by the zero set of
the conjugate of a sublinear function. Under the correspondence linear functions correspond
to points, and for compact convex sets K,K ′

K ′ ⊂ K ⇐⇒ hK′ ≤ hK .

Proof - The fact that linear functions correspond to points was noted in example 1.5.2 and
is almost immediate. From the definition of hK it follows that K ′ ⊂ K implies hK ≤ hK′ .
The reverse implication follows from the description of the correspondence and the definition
of conjugate function. ♣

Remark 1.5.1 Let K = {0}, then hK is the zero function, and h?K = ∞. With the conven-
tion 0.∞ = 0, the zero set of h?K becomes the origin which is compatible with proposition
1.5.2. ♥
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If we define directional derivative as a one-sided derivative, namely,

f ′(x; v) = lim
t↓0

f(x+ tv)− f(x)

t
,

then proposition 1.5.1 and sublinearity of hK imply that directional derivatives of hK exist
everywhere, and h′K(u; v) is a sublinear function of v. For this reason by directional derivative
we mean it in the one-sided sense. The following lemma plays a key role in relating the
support function to differential geometric techniques:

Lemma 1.5.1 For a compact convex subset K ⊂ Rm+1, the directional derivative of hK at
u is given by

h′K(u; v) = hFK(u)(v).

Proof - Let K ′ be the convex compact subset of of Rm+1 corresponding to h′K(u; .) (for fixed
u) under the correspondence of proposition 1.5.2. It follows from sublinearity of hK that

h′K(u; v) ≤ hK(v).

Consequently K ′ ⊂ K by proposition 1.5.2. Let y ∈ K ′, then

< y, u >≤ hK(u). (1.5.8)

On the other hand,

h′K(u;−u) = lim
t↓0

hK((1− t)u)− hK(u)

t
= −hK(u).

Therefore
< y,−u >≤ hK′(−u) = h′K(u,−u) = −hK(u). (1.5.9)

Comparing (1.5.8) and (1.5.9) we obtain < y, u >= hFK
(u) and consequently K ′ ⊂ FK(u).

Conversely, assume y ∈ FK , then for 0 6= v ∈ Rm+1 we have < y, v >≤ hK(v). Let v = u+tx,
then

< y, x >=
< y, v > − < y, u >

t
≤ hK(u+ tx)− hK(u)

t

which implies
< y, x >≤ h′K(u;x). (1.5.10)

From the description of the correspondence between sublinear function and compact convex
sets, the definition of conjugate function and (1.5.10) it follows that y ∈ K ′ or FK(u) ⊂ K ′.
Therefore K ′ = FK(u). ♣

An important consequence of lemma 1.5.1 is
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Corollary 1.5.1 Let K ⊂ Rm+1 be a compact convex set. Then hK is differentiable at u 6= 0
if and only if FK(u) consists of a single point. In such a case,

gradhK(u) = FK(u).

Proof - Differentiability of hK at u is equivalent to linearity of h′K(u; .) which is equivalent
to K ′ consisting of a single point by proposition 1.5.2. ♣

Note that at points where hK fails to be differentiable, lemma 1.5.1 still gives an elegant
description of the failure of differentiability. As a simple application of the concept of support
function we prove

Corollary 1.5.2 A compact convex set K ⊂ Rm+1 is uniquely determined by its projec-
tions on the lines through the origin, and consequently by its projection on two (or higher)
dimensional linear spaces containing a fixed line.

Proof - It follows from the definition of support function hK that it is determined by the one
dimensional projections of K. The required result follows from example 1.5.2 or proposition
1.5.2. ♣

Example 1.5.3 In this example we compute the Laplacian of the support function hK when
the boundary ∂K is a smooth hypersurface of strictly positive Gauss-Kronecker curvature.
The Gauss map in this case is a diffeomorphism. The function u→ FK(u) is the inverse of
the Gauss mapping and consequently

gradhK(u) = G−1(
u

||u||
), (1.5.11)

for a non-zero vector u ∈ Rm+1\0. Therefore ∆hK , where ∆ denotes the Euclidean Laplacian,
is the trace of the derivative of the map e→ G−1(e). Since the derivative of G is the second
fundamental form, ∆hK is the sum of the eigenvalues of the inverse of the second fundamental
form, i.e.,

∆hK =
1

κ1

+ · · ·+ 1

κm
, (1.5.12)

where κj’s are the principal curvatures of M = ∂K. Equation (1.5.12) plays an important
in the existence part of Christoffel’s problem. However, since this aspect of Christoffel’s
problem involves a considerable amount of analysis, we will not discuss it in this volume. ♠

Finally we give the proof of proposition 1.5.1:
Proof of proposition 1.5.1 - The proofs of the five parts of the proposition are given
separately:
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1 - Since replacing f(x) by f(x + y) does not affect the assertion of the lemma, we may
assume x = 0 is the origin. We have, for 0 ≤ α ≤ 1, αi ≥ 0 with

∑
αi = 1 − α and

0, y1, · · · yn ∈ U
f(α0 +

∑
αiyi) ≤ αf(0) +

∑
αif(yi). (1.5.13)

Now let yi be such that 0 lies in the interior of the convex closure of yi’s and let α → 1 to
obtain

lim
y→0

f(y) ≤ f(0). (1.5.14)

Let u ∈ Rm+1 with |u| > 0 small so that 0± u lies in U . Then

f(0) ≤ 1

2
f(0 + u) +

1

2
f(0− u). (1.5.15)

Comparing (1.5.14) and (1.5.15) we obtain the desired continuity. ♣
(2) - It suffices to show that for some δ > 0, c > 0, and all x, y ∈ K with |x−y| < δ we have

|f(x)− f(y)| ≤ c|x− y|.

Let x1, · · · , xN be the vertices of a small tetrahedron T containing x, y in its interior. Assume
f(y) ≥ f(x). We have

y = αx+
∑

αixi, α, αi ≥ 0,
∑

αi = 1− α.

We can furthermore assume αi = 0 for some i so that y lies in the convex closure of x and one
face of the tetrahedron T . By appropriate choice of T we can furthermore assume α ≥ 1

2
.

By convexity of f we have

0 ≤ f(y)− f(x) ≤ (1− α)f(x) +
∑
i

αixi = (1− α)f(x) + β
∑
i

α′ixi,

where β = max{αi} and α′i = αi

β
≤ 1. Clearly 1−α = c1|x−y| and since α ≥ 1

2
, β ≤ c2|x−y|.

Therefore

0 ≤ f(y)− f(x) ≤
[
c1|f(x)|+ c2|

∑
α′if(xi)|

]
|x− y|. (1.5.16)

By continuity of f (item 1), there is a uniform bound

|f(x)|, |f(y)|, |f(xi)| ≤ c3,

which together with (1.5.16) implies the required result. ♣
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(3) - Let e1, · · · , em+1 be the standard basis for Rm+1. Differentiability of f means for
h =

∑
hiei ∈ Rm+1 we have

|f(x+ h)− f(x)−
m+1∑
i=1

Dif(x)hi| = o(||h||) as ||h|| → 0. (1.5.17)

Denote the quantity inside the absolute value sign |.| on the left hand side of (1.5.17) by
g(h). Convexity of f implies that g is a convex function. Let εi = ±1, hi ≥ 0 and set
[h] =

∑
hi > 0. Then

|g(h)| ≤ 1

m+ 1

m+1∑
i=1

hi
[h]
g(hiεiei). (1.5.18)

Existence of partial derivatives Dif(x) implies g(hiεiei) = o(hi), which together with (1.5.18)
implies g(h) = o(||h||) as required. ♣
(4) - Let uj and vj be strictly decreasing sequences converging to 0 with x+uj, x+vj, x ∈ U .
Let

lim
j→∞

f(x+ uj)− f(x)

uj
= A lim

j→∞

f(x+ vj)− f(x)

vj
= B.

Existence of right derivative follows once we show A = B. The above limits can be written
as

f(x+ uj) = f(x) + Auj + o(uj), f(x+ vj) = f(x) +Bvj + o(vj), (1.5.19)

as j → ∞ (or uj, vj ↓ 0). After passing to a subsequence we may assume uj’s and vj’s
intertwine, i.e.,

u1 > v1 > · · · > uj > vj > uj+1 > vj+1 > · · · .

Now if B > A, then (1.5.19) implies that for j sufficiently large and any α ∈ [0, 1]

f(vj) > αf(uj) + (1− α)f(uj+1)

contradicting convexity of f . Therefore A = B. ♣
(5) - Let u > 0, then from convexity of f it follows that

2f(x) ≤ f(x+ u) + f(x− u), (1.5.20)

which implies f ′l ≤ f ′r. Setting y = x + u and z = x− u, (1.5.20) also implies f ′r(z) ≤ f ′l (y)
from which remaining assertions follow. ♣
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1.5.2 Problems of Christoffel, Minkowski and Weyl

In this subsection we investigate some uniqueness results in differential geometry generally
known as rigidity with special reference to convex surfaces. An important observation in the
application of the method of moving frames to deduce rigidity in this and other frameworks
is the following simple lemma:

Lemma 1.5.2 Let f, h : M → G be smooth maps of a manifold M into the analytic (linear)
group G. Then there is k ∈ G such that f(x) = kh(x) for all x ∈ M if and only if
f ?(ω) = h?(ω) where ω = g−1dg.

Proof - There is a function k : M → G be such that f(x) = k(x)h(x), and the question is
when we can make k a constant. We have

f−1df = f−1(dk)h+ h−1dh.

Since f ?(ω) = f−1df and h?(ω) = h−1dh, we obtain

f−1(dk)h = f ?(ω)− h?(ω).

Therefore dk = 0 or k is a constant if and only if f ?(ω) = h?(ω). ♣

Corollary 1.5.3 Let f, h : M → Rm+1 be two embeddings of an m-dimensional manifold
in Rm+1. Denote the induced metrics on M by the embeddings by ds2

f and ds2
h respectively,

and let Hf and Hh be the corresponding second fundamental forms. Then f and h differ by
a Eulidean motion if and only if

ds2
f = ds2

h, and Hf = Hh.

Proof - We regard the embeddings f and h as mappings into the group SE(m + 1) by
choosing moving frames with em+1 orthogonal to the images of f and h. We write the
induced Riemannian metrics in the form ds2

f =
∑
ω2
i,f and ds2

h =
∑
ω2
i,h. Their equality

implies that we can assume
ωi,f = ωi,h (1.5.21)

and therefore we omit the subscripts referring to f or h. Clearly

f ?(ωm+1) = 0 = h?(ωm+1).

Therefore

dωi +
∑

ωi ∧ f ?(ωji) = 0 = dωi +
∑

ωi ∧ h?(ωji),
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and ∑
j

(f ?(ωij)− h?(ωij)) ∧ ωj = 0.

By Cartan’s lemma

f ?(ωij)− h?(ωij) =
∑
k

bijkωk, with bijk = bikj.

On the other hand, bijk = −bjik which implies (see proof of proposition ??) that bijk = 0.
Therefore

f ?(ωij) = h?(ωij) (1.5.22)

Finally the equality of second fundamental forms implies

f ?(ωim+1) = f ?(ωim+1) (1.5.23)

Equations (1.5.21), (1.5.22), (1.5.23) and lemma 1.5.2 imply the desired result. ♣
Let M ⊂ R3 be a compact convex submanifold of dimension 2, and G : M → S2 be the

Gauss map. The first observation is

Lemma 1.5.3 For a compact convex surface M , the Gaussian curvature KM = K is non-
negative.

Proof - The convexity condition at x ∈ M means that the surface lies entirely on one side
of the tangent plane TxM ⊂ R3. Therefore after a rotation and a translation of the surface
(or coordinates) we may assume TxM is the plane of (x1, x2) of coordinates, x is the origin
0 and near 0, M is the graph of a non-negative function of two variables x1, x2. Therefore
the Hessian of f at 0 is positive semi-definite and in view of example ?? Gaussian curvature
of M is non-negative. ♣

The convex surface M is called strictly convex if its Gaussian curvature is everywhere
positive. We have

Lemma 1.5.4 Let M ⊂ R3 be a compact strictly convex surface. Then the Gauss map
G : M → S2 is a diffeomorphism.

Proof - In view of the expression (??) for Gauss-Kronecker curvature K of a hypersurface
M ⊂ Rm+1, positivity of K implies that the Gauss map G : M → Sm is a local diffeomor-
phism. The fact that this implies G is a diffeomorphism follows from the basic theory of
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covering spaces which is discussed in chapter 4, and therefore we assume its validity for now.
♣

Let F = FM : S2 → M be the inverse to the Gauss map GM for the strictly convex
compact surface M . Then S2 defines a parametrization of M which allows us to regard the
Gaussian curvatureKM as a function on S2 by composing it with FM . We set K̃M = KM◦FM .
The question arises whether every positive function H on S2 is of the form K̃M for some
compact strictly convex surface M . Our immediate goal is to show KM satisfies an identity
which in particular proves that the answer to the question is negative.

Recall that given differential forms η and θ with values in vector spaces V1 and V2, then
their wedge product η∧ θ is defined and is a (p+ q)-form with values in a vector space W (η
is a p-form and θ a q-form) provided we have a bilinear pairing B : V1× V2 → W . In fact, if
η = fdxi1 ∧ · · · ∧ dxip and θ = hdxj1 ∧ · · · ∧ dxjq , then

η ∧ θ = B(f, h)dxi1 ∧ · · · ∧ dxip ∧ dxj1 ∧ · · · ∧ dxjq .

Bilinearity allows us to extend this definition to general p and q forms. It is straightforward
to see that this definition makes sense on manifolds and has the correct transformation
properties, but we shall not dwell on straightforward foundations.

To derive a necessary condition for a function on S2 to be the curvature of a compact
strictly convex surface, we consider R3 with vector product × as a bilinear pairing. Then
η = x × dx is a vector valued 1-form on S2 where x = FM(z) represents a point on M .
We choose positively oriented frame e1, e2, e3 with e3 normal to the surface M . Then, using
dx = ω1e1 + ω2e2, we obtain

dη = dx× dx = 2(ω1 ∧ ω2)(e1 × e2) = 2(ω1 ∧ ω2)e3. (1.5.24)

Now

ω1 ∧ ω2 =
1

KM

ω13 ∧ ω23, (1.5.25)

and ω13 ∧ ω23 = G?M(dvS2). Since by Stokes’ theorem
∫
M
dη = 0 we obtain the equation∫

S2

1

K̃M

e3dvS2 = 0 (1.5.26)

which is therefore a necessary condition for a positive function on S2 to be the curvature of
compact strictly convex surface. The analogue of this condition for polyhedra is discussed
in §5.4.

Let M,N ⊂ R3 be compact strictly convex surfaces, i.e., Gaussian curvatures are positive
everywhere. We use super(sub)scripts M and N to denote various geometric quantities
associated with M and N . Perhaps the best known examples of rigidity problems in the
theory of (strictly) convex surfaces are
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1. (Christoffel) - Assume

1

κM1
+

1

κM2
=

1

κN1
+

1

κN2

at all points of M and N where the outer unit normals eM3 and eN3 coincide. Then M
and N differ by a translation.

2. (Minkowski) - Assume the Gaussian curvatures κM and κN coincide at points where
the outer unit normals eM3 and eN3 coincide. Then M and N differ by a translation.

3. (Weyl) - Assume there is a diffeomorphism φ : M → N such that φ?(ds2
N) = ds2

M .
Then M and N differ by a Euclidean motion.

The solutions to these problems rely on vector valued differential forms and certain
integral identities. We make use of the fact that surfaces with identitical first and second
fundamental forms differ by a Euclidean motion. The first two problems can be treated in
a unified framework since the hypotheses are based on a common diffeomorphism with S2.
Weyl’s problem is of a somewhat different nature since the diffeomorphism φ is not specified
in terms of the Gauss map. Nevertheless, the proof is to a large extent of the same spirit
as those of Christoffel and Minkowski. Since M and N have positive Gaussian curvatures
everywhere, their Gauss maps give diffeomorphisms onto the unit sphere S2. Generic points
of M and N are denoted by xM and xN respectively. Implicit in this notation is that the
parameter space is the unit sphere and the parametrization is effected by the inverse of the
Gauss map. Thus for the unit normals e3 it is redundant to use the superscript M or N and
consequently e1, e2 may denote a moving frame for both M and N . We introduce a number
of differential forms some of which will be used in the solutions to the problems of Christoffel
and Minkowski.

AM◦◦ =< xM , e3 × de3 >, AM◦1 =< xM , e3 × dxN >, AM1◦ =< xM , e3 × dxM >;

AN◦◦ =< xN , e3 × de3 >, AN◦1 =< xN , e3 × dxN >, AN1◦ =< xN , e3 × dxM >,

BN
◦◦ =< xM , xN × de3 >, BN

◦1 =< xM , xN × dxN >, BN
1◦ =< xM , xN × dxM > .

Similarly,

CM
◦◦ =< xM , de3 × de3 >, CM

◦1 =< xM , de3 × dxN >, CM
◦2 =< xM , dxN × dxN >,

CM
1◦ =< xM , de3 × dxM >, CM

11 =< xM , dxM × dxN >, CM
2◦ =< xM , dxM × dxM > .

Replacing only the first xM by xN in the defintition of CM
rs we obtain CN

rs. Similarly replacing
the first xM in the definition of CM

rs by e3 we obtain a differential form which we denote by
Drs. There is no need for the superscripts M or N in the definition of Drs. Denoting by hM

etc. the support function for the region bounded by M etc. we obtain



346 CHAPTER 1. DIFFERENTIAL GEOMETRY ...

Lemma 1.5.5 With the above notation and 0 ≤ r + s ≤ 1 we have

dAMrs = CM
rs −Dr+1 s = hMDrs −Dr+1 s, dANrs = CN

rs −Dr+1 s = hNDrs −Dr+1 s,

and

dBrs = CM
r s+1 − CN

r+1 s = hMDr s+1 − hNDr+1 s.

The proof of lemma 1.5.5 is by straightforward calculations. We want to relate these quan-
tities to the second fundamental forms and curvature functions of M and N . The matrix of
the second fundamental are denoted by

HM =

(
aM bM

bM cM

)
, HN =

(
aN bN

bN cN

)
The inverse to the second fundamental forms will be denoted by

H−1
M =

(
ãM b̃M
b̃M c̃M

)
, H−1

N =

(
ãN b̃N
b̃N c̃N

)
Clearly

ãM =
cM

κM
, b̃M =

−bM

κM
, c̃M =

aM

κM
,

where κM denotes the Gaussian curvature of M . For S2 we have

de3 = θ1e1 + θ2e2,

and the 1-forms ωM13 and ωM23 are the pull-backs, via the Gauss map of M , of θ1 and θ2

respectively. For indeterminates ξ and η we set

det

(
I + ξH−1

M + ηH−1
N

)
=

∑
◦≤r+s≤2

2

r!s!(2− r − s)!
ξrηsPrs,

where Prs is a polynomial of degrees r and s in the entries H−1
M and H−1

N respectively. It is
straightforward to verify that

2Prsθ1 ∧ θ2 = Drs, (1.5.27)

so that det
(
I + ξH−1

M + ηH−1
N

)
θ1 ∧ θ2 is like a generating function for Drs’s. Since θ1 ∧ θ2 is

the volume element dvS2 of S2, (1.5.27) and lemma 1.5.5 imply
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Lemma 1.5.6 With above notation we have, for 0 ≤ r + s ≤ 1,∫ (
hMPrs − Pr+1 s

)
dvS2 = 0,

∫ (
hNPrs − Pr s+1

)
dvS2 = 0,

∫ (
hMPr s+1 − hNPr+1 s

)
dvS2 = 0.

With these preliminaries out of the way, we proceed with the solutions to the problems
of Christoffel, Minkowski and Weyl.
Christoffel’s Problem - It is an elementary calculation that

det
(
H−1
N − H−1

M

)
= P2◦ + P◦2 − 2P11 (1.5.28)

It follows from lemma 1.5.6 that∫
hM
(
P◦1 − P1◦

)
dvS2 =

∫ (
P11 − P2◦)dvS2 ,

∫
hN
(
P◦1 − P1◦

)
dvS2 =

∫ (
P◦2 − P11)dvS2 .

(1.5.29)
According to the hypotheses of Christoffel’s problem P◦1 = P1◦. Therefore (1.5.28) and
(1.5.29) imply ∫

ΛdvS2 = 0, (1.5.30)

where Λ denotes the left hand side of (1.5.28). Expanding Λ we obtain

−Λ = (ãM − ãN)2 + (c̃M − c̃N)2 + 2(b̃M − b̃N)2.

Thus (1.5.30) implies

ãM = ãN , b̃M = b̃N , c̃M = c̃N .

In particular, M and N have the same Gaussian curvatures at points with common normals.
Since the metric form is determined by curvature, both first and second fundamental forms
are equal at points with common normals. Therefore the surfaces differ by a Euclidean
motion which is necessarily a translation. ♣
Minkowski’s Problem - From lemma 1.5.6 we obtain

2

∫
hM
(
P◦2 − P11

)
dvS2 =

∫ [
hN
(
P11 − P2◦

)
− hM

(
P11 − P◦2

)]
dvS2 . (1.5.31)

Let P̃ denote the element of degree two of the symmetric algebra on R3 such that

P̃ (HM ,HM) = P2◦

We need the following simple lemma whose proof is given below:
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Lemma 1.5.7 With above notation

P̃ (H−1
M ,H−1

N ) ≥
√
P2◦P◦2,

with equality if and only if H−1
M = ρH−1

N for some scalar ρ > 0.

The equality of Gaussian curvatures as required by the hypotheses of Minkowski’s prob-
lem imply P◦2 = P2◦. Lemma 1.5.7 implies

P11 = P̃ (H−1
M ,H−1

N ) ≥ P◦2 = P2◦. (1.5.32)

Therefore the left hand side of (1.5.31) is non-positive. On the other hand, the right hand
side of (1.5.31) is anti-symmetric in M and N . Therefore both sides vanish identically and
by lemma 1.5.7

H−1
M = ρH−1

N

for some ρ > 0. The hypothesis κM = κN implies ρ = 1 and therefore the second fundamental
forms ofM and N are identical. Therefore as in the case of Christoffel’s problem, the surfaces
differ by a Euclidean motion which is necessarily a translation. ♣
Proof of lemma 1.5.7 - We write a, a′ etc. instead of ãM , ãN etc., and note that the
quantities ac − b2 and a′c′ − b′2 are positive. Squaring and expanding, the inequality in
contention becomes

[ac′ + a′c− 2bb′]2 ≥ 4(ac− b2)(a′c′ − b′2). (1.5.33)

The inequality is invariant under the action of SO(2) on the matrices H−1
M and H−1

N . Therefore
we can assume b = 0 and (1.5.33) becomes

a2c′2 + a′2c2 ≥ 2aa′cc′ − acb′2,

from which the required result follows. ♣
Weyl’s Problem - As suggested by figure XXXX the assumption of convexity is necessary
for a positive solution to the problem. Naturally the affirmative solution presented below
is based on the establishment of equality of the second fundamental forms of M and N at
corresponding points (the first fundamental forms are identical by the hypotheses) and then
invoking proposition ??. In other words, we have equality of ω1, ω2 and ω12 and we want to
eatablish equality of ωi3 for M and N .

We let eM1 , e
M
2 , e

M
3 be a positively oriented moving frame with eM3 normal to M . Consider

the vector valued differential forms

γ = ωN31e
M
1 + ωN32e

M
2 , ψ = xM · (eM3 × γ),
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where xM denotes a generic point on M17. It is more accurate to write φ?(ωN3j) instead of
ωN3j, but to avoid cumbersome notation we suppress φ. This should cause no confusion.

Lemma 1.5.8 With the above notation and the hypothesis that φ is an isometry, we have

dψ = dxM .(eM3 × γ) + xM .(deM3 × γ).

Proof - It is a simple calculation that

dγ = (ωN32 ∧ ωN21)e
M
1 + (ωM12 ∧ ωN31)eM2 + (ωM13 ∧ ωN31)eM3 +

(ωM21 ∧ ωN32)e
M
1 − (ωN21 ∧ ωN13)eM2 + (ωM23 ∧ ωN32)eM3 .

Since φ is an isometry, ωM12 = ωN12. Substituting we obtain

dγ = (ωM13 ∧ ωN31 + ωM23 ∧ ωN32)eM3 . (1.5.34)

In particular, eM3 × dγ = 0. Computing the exterior derivative of ψ and using eM3 × dγ = 0,
we obtain the desired expression. ♣

Since
∫
M
dψ = 0, it follows from lemma 1.5.8 that∫

M

[dxM · (eM3 × γ) + xM · (deM3 × γ)] = 0.

Substituting deM3 = ωM13e
M
1 + ωM23e

M
2 , dxM = ωM1 e

M
1 + ωM2 e

M
2 , and recalling the notation

hM = xM .eM3 , we obtain after a simple calculation∫
M

(ωM1 ∧ ωN32 − ωM2 ∧ ωN31) =

∫
M

hM(ωM31 ∧ ωN32 − ωM32 ∧ ωN31). (1.5.35)

The same equation (1.5.35) remains valid if we replace the superscripts N by M . That is,∫
M

(ωM1 ∧ ωM32 − ωM2 ∧ ωM31 ) =

∫
M

hM(ωM31 ∧ ωM32 − ωM32 ∧ ωM31 ). (1.5.36)

Since ωM12 = ωN12 by the isometry assumption, we have

ωM13 ∧ ωM32 = ωN13 ∧ ωN32.
17The differential form ψ is similar to −AM

◦◦, however, since we are not using the Gauss map to identify
M and N with S2 it would be incorrect to write −AM

◦◦ instead of ψ. The calculations that follow are in the
same spirit as those for the Christoffel and Minkowski problems. For example, lemma 1.5.8 is the analogue
of dAM

◦◦ = CM
◦◦ −Dr+1 s.
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Substituting in (1.5.36) and comparing with (1.5.35) we obtain∫
M

[ωM1 ∧ (ωN32 − ωM32 ) + ωM2 ∧ (ωN31 − ωM31 )] =

∫
M

hM(ωM31 − ωN31) ∧ (ωM32 − ωN32). (1.5.37)

The following simple algebraic observation plays an important role:

Lemma 1.5.9 Let S1 and S2 be 2 × 2 positive definite symmetric matrices with detS1 =
detS2. Then det(S1 − S2) ≤ 0 with equality if and only if S1 = S2.

Proof - Replacing Sj by ASjA
−1 for some A ∈ SO(2) we may assume S1 is diagonal. The

required result follows easily by an elementary calculation. ♣
Lemma 1.5.9 implies

Lemma 1.5.10 With the above notation

(ωM31 − ωN31) ∧ (ωM32 − ωN32) = fωM1 ∧ ωM2 ,

where f is non-positive function and is zero if and only if ωM3j = ωN3j.

Proof - In terms of the second fundamental forms HM and HN , we have

(ωM31 − ωN31) ∧ (ωM32 − ωN32) = det(HM − HN)ωM1 ∧ ωM2 .

Now the isometry condition implies that the second fundamental forms of M and N have
the same determinant (Gaussian curvature). Therefore by lemma 1.5.9, f = det(HM − HN)
is non-positive and is zero only if HM = HN . ♣

Now we can complete the solution to Weyl’s problem with an argument similar to that
given for Minkowski’s problem. We can assume hM > 0 and hN > 0, after possibly trans-
forming them by Euclidean motions so that the origin lies in the interior of both M and N .
In view of lemma 1.5.10, the right hand side of (1.5.37) remains unchanged if we interchange
the roles of M and N . In view of the isometry hypothesis we have ωMj = ωNj after possibly
replacing N by g(N) for any orthogonal matrix g with det(g) = −1. Therefore the left hand
side of (1.5.37) is multiplied by (−1) if we interchange the roles of M and N . It follows that
both sides of (1.5.37) vanish and by lemma 1.5.10 the integrand on right hand side vanishes.
The same lemma implies HM = HN and the required result follows. ♣

The uniqueness or rigidity results proven in this subsection can be generalized to hyper-
surfaces. The first difficulty one encounters is the definition of analogues of the differential
forms AMrs etc. This is achieved by replacing < a1, a2×a3 > with det(a1, · · · , am). One should
be cognizant of the fact that since aj’s are forms, it is necessary to verify well-definedness
of the determinant. Relations similar to dAMrs = CM

rs −Dr+1 s are easily verified by exterior
differentiation. On the other hand, the relevant analogue of the inequality in lemma 1.5.7 is
more subtle. For an account of these issues see [Ch4].
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1.5.3 Mixed Volumes

In order to understand the concepts of mixed volumes and related measures it is useful to
examine a very simple special case first.

Example 1.5.4 Let K ⊂ R3 be a rectangular cube and B be the unit ball in R3. Then
K + ρB, ρ > 0, is shown in figure XXXX. Its volume can be decomposed into a sum of four
terms:

v3(K + ρB) = v111 + 3v112ρ+ 3v122ρ
2 + v222ρ

3. (1.5.38)

Here v111 is the volume of K, v222 is the volume of the unit ball, v112 is one third the area of
∂K and v122 is π

12
the sum of the lengths of the edges of K. It is this kind of formula which

one would like to generalize to sums of compact convex sets. ♠

For a subset X ⊂ Rm+1 we let vn(X) denote its volume as an n-dimensional object. One
way of generalizing example 1.5.4 is to prove a formula such as

vm+1(K + ρBm+1) =
m+1∑
j=0

ρj
(
m+ 1

j

)
Wj(K), (1.5.39)

where K ⊂ Rm+1 is a compact convex set, Bm+1 ⊂ Rm+1 is the unit ball, and geometrically
interpret the quantities Wj(K). Still a more general version is to express the volume of a
sum m+ 1 compact convex subsets K1, · · · , Km+1 ⊂ Rm+1 as

vm+1(α1K1 + · · ·+ αm+1Km+1) =
∑

i1···im+1

αi1 · · ·αim+1vm+1(Ki1 , · · · , Kim+1), (1.5.40)

where the indices i1, · · · , im+1 run over all possible choices (possibly with repetitions) from
{1, · · · ,m+1}, αj ≥ 0, and give a geometric interpretation to the quantity vm+1(Ki1 , · · · , Kim+1).
Formula (1.5.39) is a special case of (1.5.40). In fact, for 0 ≤ j ≤ m+1 and compact convex
sets K1 and K2 define

V (K1, K2; j) = vm+1(K1, · · · , K1︸ ︷︷ ︸
m+1−j

, K2, · · · , K2︸ ︷︷ ︸
j

).

Now setting K1 = K,K2 = Bm+1, α1 = 1, α2 = ρ, αj = 0 for j ≥ 2 and Wj(K) =
V (K1, K2; j) we obtain (1.5.39) from (1.5.40) thereby defining projection or cross-section
measure, or quermaßintegral Wj(K) as a mixed volume. Formula (1.5.39) is often called
Steiner’s formula.
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The validity of (1.5.40) determines the the quantities vm+1(Ki1 , · · · , Kim+1). To see this
note that by setting αj = 0 for some j’s, we obtain the formulae

vm+1(α1K1 + · · ·+ αkKk) =
∑

αi1 · · ·αim+1vm+1(Ki1 , · · · , Kim+1), (1.5.41)

where the summation is over all indices i1, · · · , im+1 from {1, · · · , k}. The following lemma
shows that these equations can be inverted algebraically:

Lemma 1.5.11 With the above notation, the equation (1.5.40) (or (1.5.41)) is inverted as

vm+1(K1, · · · , Km+1) =
1

(m+ 1)!

m+1∑
l=1

(−1)m+1+l
∑

i1<i2<···<il

vm+1(Ki1 +Ki2 + · · ·+Kil).

(This equation is often called the polarization formula.)

Proof - To prove the assertion replace Ki by αiKi, αi ≥ 0, in the formula in question. It
follows from the (1.5.41) that the right hand side of the second equation is homogeneous
of degree m + 1 in α1, · · · , αm+1. Now observe that if we set α1 = 0 and αj = 1 for
j 6= 1, the right hand side of the equation vanishes identically. Since the index 1 can be
replaced with any other, the only term on the right hand side will be the coefficient of
α1 · · ·αm+1. Substituting from (1.5.41) we see that the right hand side is the mixed volume
vm+1(K1, · · · , Km+1). ♣

In view of lemma 1.5.11 we define the (Minkowski) mixed volume as

vm+1(K1, · · · , Km+1) =
1

(m+ 1)!

m+1∑
l=1

(−1)m+1+l
∑

i1<i2<···<il

vm+1(Ki1 +Ki2 + · · ·+Kil).

(1.5.42)
While (1.5.42) defines mixed volumes, it is difficult to to deduce the basic properties of
mixed volumes (e.g., the homogeneity property (1.5.40) directly and immediately from this
expression. In fact, the expression in (1.5.42) was a purely formal derivation but does not
extend to non-convex sets18. Therefore the validity of (1.5.40) and other basic properties of
mixed volumes given below, which are limited to convex sets, depend on some remarkable
and non-trivial cancellations in (1.5.42). Complete proofs of (1.5.40) and its ramifications
require a detailed study of the structure of polytopes and the approximation, relative to the
Hausdorf metric, of compact convex sets by polytopes. Since this would be quite lengthy we

18A modification of the theory of mixed volumes where sets are replaced by support functions admits of
extensions to non-convex sets, but this is not the issue here.
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concentrate on explaining the geometric content and ideas underlying the theory, without a
formal development of the theory of convex polytopes, and refer the reader to, e.g., [Sch],
for such a treatment and extensive references to the literature.

Let P be a convex polytope in Rm+1 with non-empty interior. Then

∂P = F1 ∪ · · · ∪ FN ,

where each Fj is a convex polytope of dimension m. We refer to Fj’s as facets of P .

Lemma 1.5.12 Let P be a polytope in Rm+1 and assume that the origin 0 lies in the interior
of P . Let ej denote the unit outward normal to the facet Fj. Then

∑
j

vm(Fj)ej = 0, vm+1(K) =
1

m+ 1

∑
j

hK(ej)vm(Fj).

Proof - Both sides of the first identity are invariant under translations. Therefore we
can assume that the origin 0 is in the exterior of P . Let f ∈ Sm be a vector such that
P ∩ (Rf)⊥ = ∅. Then the orthogonal projection P ′ of P to (Rf)⊥ is a polytope whose set of
extreme points is the projection of a subset E ′ of the extreme points E(P ) of P . It follows
that

vm(P ′) =
∑

j:<f,ej>>0

< f, ej > vm(Fj) = −
∑

j:<f,ej><0

< f, ej > vm(Fj). (1.5.43)

Since f is arbitrary from an open set of vectors in Sm, the first identity follows from (1.5.43).
After possibly a subdivision of the faces of P we may assume each facet Fj is a tetrahedron
of dimension m. Then the (m+ 1)-dimensional volume of the convex closure of Fj and 0 is

1

m+ 1
hFj

(ej)vm(Fj),

from which the second identity follows. ♣

Remark 1.5.2 The assumption that 0 lies in the interior of the polytope P in unnecessary.
In fact, if 0 lies in the exterior of the tetrahedron K then the quantities hFj

(ej) will have
both positive and negative signs and the 1

m+1
hFj

(ej)vm(Fj)’s add up correctly to vm+1(K).
We have already made use of a special case of this phenomenon in connection with signed
areas and example 1.1.2. ♥
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The key concept in understanding the geometry of polytopes and the necessary approx-
imation theory is that of the normal cone which we now introduce. For a convex set K and
x ∈ K we set

NK(x) = {u ∈ Rm+1 | x ∈ HK(u)} ∪ {0}.

NK(x) is called the normal cone of K at x ∈ K. Two polytopes P and P ′ are called similar
if the sets

{NP (x) | x ∈ E(P )} and {NP ′(x) | x ∈ E(P ′)}

are identical. It is clear that similarity is an equivalence relation, and P , αP and v+P , where
α > 0 and v ∈ Rm+1, are similar. We will see shortly that the class of similar polytopes is
sufficiently large to allow certain approximations to compact convex sets.

Exercise 1.5.7 Determine when two compact convex n-gons in the plane are similar.

Exercise 1.5.8 Consider the rectangular cube P with vertices at (±1,±1,±1). Show that
the normal cones NP (x) as x runs over the eight extreme point of the cube are precisely the
coordinate octants.

Exercise 1.5.8 reflects a general geometric phenomenon which is described in the following
exercise (see also lemma 1.5.13-(4) below):

Exercise 1.5.9 For x ∈ P let SP (x) denote the intersection of all half spaces H−(u,γ) contain-

ing P and such that x ∈ ∂H−(u,γ). If x ∈ E(P ) then SP (x) is the smallest cone with its vertex

at x and containing P , and NP (x) is dual to SP (x) in the sense

NP (x) = {u ∈ Rm+1 | < u, y >≥ 0 for all y ∈ x− SP (x)}.

More generally for a face F of the polytope P we define the normal cone on F as

NP (F ) = {u ∈ Rm+1 | F ⊂ HP (u)}.

The cone closure of a set of vectors e1, · · · , eN is

Cone(e1, · · · , en) = {α1e1 + · · ·+ αNeN | αj ≥ 0}

The following elementary observations are the essential technical tools:
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Lemma 1.5.13 Let P and P ′ be compact convex polytopes. Denote the facets of P by
F1, · · · , FN and outward normal to Fi by ei. Then

1. For x ∈ E(P ), the normal cone NP (x) has non-empty interior.

2. If x 6∈ E(P ), then NP (x) has empty interior.

3. For distinct vertices x, x′ of P , the intersection NP (x) ∩ NP (y) has empty interior.

4. If P has non-empty interior and F is a face of P then

NP (F ) = Cone(ei1 , · · · eir),

where Fi1 , · · · , Fir are the facets of P containing F .

5. For x ∈ K, y ∈ P ′ we have

NP+P ′(x+ y) = NP (x) ∩ NP ′(y).

The proof of the lemma is straightforward and is omitted. An immediate consequence is

Corollary 1.5.4 Let P and P ′ be similar polytopes. Then P + P ′ is similar to P and P ′.

Proof - Since E(P + P ′) ⊂ E(P ) + E(P ′) the required result follows from lemma 1.5.13. ♣
For a polytope P there is a connection between the subsets FP (u) and the normal cones

NP (x). It is clear that every non-zero vector u lies in a normal cone NP (x) for some vertex x
of P . Generically u lies in the interior of a cone NP (x) and consequently HP (u) ∩ P = {x}.
If u lies on the boundary of NP (x) for a vertex x, then there is a unique face F of NP (x)
such that u in the (relative) interior of F . Let x1, · · · , xr be all the vertices of P such that
u ∈ NP (xi). It follows that x1, · · · , xr are the vertices of FP (u) of P and

dimFP (u) = m+ 1− dimF. (1.5.44)

The above geometric picture allows us to establish a correspondence between the subsets
FP (u) and FP ′(u) of similar convex polytopes P and P ′. For a non-zero vector u let x1, · · · , xr
be as above, and let x′j ∈ E(P ′) be such that NP (xj) = NP ′(x

′
j). Then x′1, · · · , x′r are the

vertices of FP ′(u) and in view of (1.5.44)

dimFP (u) = dimFP ′(u). (1.5.45)

We also have
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Lemma 1.5.14 The faces FP (u) and FP ′(u) of similar polytopes P and P ′ are similar.

Proof - The proof is a simple application of the above ideas. ♣
Now we are in a position to derive another expression for Minkowski mixed volumes for

similar polytopes. For each i let Fij, run over the (m−1) faces of the polytope Fi. Let Sm−1
i

denote the unit sphere in the hyperplane orthogonal to ei and for fixed i, let eij ∈ Sm−1
i ,

run over the normals to the (m − 1)-dimensional faces of Fi. We also set hi = hP (ei) and
hij = hFi

(eij). The number hi, hij, · · · is called the support numbers of P . The (m − 1)
dimensional polytope Fij is also the intersection of Fi with another facet of P which we
naturally denote by Fj so that Fij = Fi ∩ Fj. Denoting the angle between the vectors
ei, ej ∈ Sm by θij, we deduce that the unit vector parallel to the facet Fi and orthogonal to
Fij is

eij =
±1√

1 + cos2 θij
[(cos θij)ei − ej].

Since

sup
x∈Fi

< ei, x >=< ei, y >, for all y ∈ Fi,

we obtain

hij = hFi
(eij) =

±1√
1 + cos2 θij

[(cos θij)hi − hj]. (1.5.46)

Therefore by substituting from (1.5.46) in lemma 1.5.12 for the volume of Fi, we obtain an
expression of the form

vm(Fi) =
∑
j

a
(i)
j hj (1.5.47)

where the coefficients a
(i)
j depend only on the angles θij and the summation may be limited

to only those j such that dim(Fi ∩ Fj) = m − 1. The fact that the coefficients a
(i)
j depend

only on the angles θij implies that they depend only on the similarity class of the polytope
P . This fact plays an important role in the development of theory of mixed volumes. We
can now prove

Lemma 1.5.15 Let P ⊂ Rm+1 be a polytope with facets F1, · · · , FN and support numbers
h1, · · · , hN . Then

vm+1(P ) =
∑

i1,··· ,im+1

ai1,··· ,im+1hi1 · · ·him+1 ,

where the coefficients ai1,··· ,im+1 depend only on the similarity class of P .
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Proof - The proof is by induction on m. For m = 1 this is a simple exercise. Using lemma
1.5.12 and (1.5.47), the induction is easily completed. ♣

Now assume P1, · · ·Pm+1 are similar polytopes. Denote the support numbers of the

polytope Pj by h
(j)
1 , h

(j)
2 , · · · . We set

v′m+1(P1, · · · , Pm+1) =
∑

i1,··· ,im+1

ai1,··· ,im+1h
(1)
i1
· · ·h(m+1)

im+1
. (1.5.48)

With this definition we have:

Lemma 1.5.16 Let P1, · · · , Pm+1 be similar polytopes. Then for αi ≥ 0 we have

vm+1(α1P1 + · · ·+ αm+1Pm+1) =
∑

αi1 · · ·αim+1v
′
m+1(Pi1 , · · · , Pim+1),

where the indices i1, · · · , im+1 range over 1, · · · ,m+ 1 independently.

Proof - Since hK+K′ = hK + hK′ the required result follows from lemma 1.5.15 and the
definition of v′m+1. ♣

Another implication of the definition of v′m+1 and the additivity of hK is

Lemma 1.5.17 Let P1, · · · , Pm+1, Q be similar polytopes. Then v′m+1(P1, · · · , Pm+1) is sym-
metric in the arguments P1, · · · , Pm+1 and

v′m+1(Q+ P1, P2, · · · , Pm+1) = v′m+1(P1, · · · , Pm+1) + v′m+1(Q,P2, · · · , Pm+1).

Since the inversion in lemma 1.5.11 was a purely formal derivation, lemma 1.5.16 implies

Lemma 1.5.18 With the above notation, for similar polytopes P1, · · · , Pm+1, we have

v′m+1(P1, · · · , Pm+1) = vm+1(P1, · · · , Pm+1).

Lemmas 1.5.16, 1.5.17 and 1.5.18 imply the the mixed volume vm+1 has the desired
properties of homogeneity, additivity and symmetry on similar polytopes. To deduce the
same for all compact convex subsets of Rm+1 we make use of an approximation lemma
(1.5.19 below). The approximations are relative to the Hausdorf distance of compact subsets
of Rm+1 which is defined as

d(K,K ′) = max(sup
x∈K

inf
y∈K′

||x− y||, sup
y∈K′

inf
x∈K

||x− y||)

A useful property of Hausdorf metric is that if KR denotes the family of compact convex
subsets of Rm+1 contained in the ball of radius R > 0, then KR is compact. This fact is
known as Blaschke’s Selection lemma and its proof is straightforward real analysis.
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Remark 1.5.3 Let P1 and P2 be similar polytopes. It follows from lemma 1.5.18 and the
definition of v′m+1(P1, · · · , Pm, P2) that

vm+1(P1, · · · , P1, P2) =
1

m+ 1

∑
j

hP2(ej)aj, (1.5.49)

where the summation is over all outward unit normals ej to the faces of P1 (or P2 since they
are similar) and aj is the area (volume) of the facet of P1 with outward unit normal ej. One
can give similar interpretations to the quantities vm+1(P1, · · · , P1, P2, · · · , P2), where the
areas (volumes) aj are replaced by those of lower dimensional faces and hP2(ej) by products
of support numbers. ♥

Since the set of extreme points of a compact convex set K is contained in ∂K, we
can approximate K with polytopes arbitrarily closely. The following lemma is the key
approximation tool:

Lemma 1.5.19 Compact convex sets K1, · · · , KN ⊂ Rm+1 can be arbitrarily closely approx-
imated by similar polytopes.

Proof - Let Qi be a polytope approximatingKi by ε
2
, P = Q1+· · ·+QN . Then Pi = Qi+αP ,

for α > 0 sufficiently small is an ε approximation to Ki. The normal cones of the vertices of
P and therefore those of αP are contained in those of Qi for all i in view of lemma 1.5.13-(5).
Another application of the same lemma shows that the normal cones of Pi are identical with
those of P and consequently the polytopes Pi are similar. ♣

The proof of lemma 1.5.19 shows that it is quite easy to construct similar polytopes.
The following exercise, which is independent of the above lemma, provides a method for
generating similar polytopes through appropriate perturbations:

Exercise 1.5.10 Let P be a polytope with non-empty interior and facets F1, · · · , FN and
corresponding outward unit normals e1, · · · , eN . Show that for |ε1|, · · · , |εN | sufficiently small
the polytope

Pε1,··· ,εN =
N⋂
i=1

H−(ei,hP (ei)+εi)

is similar to P .

A very special case of lemma 1.5.19 is the following exercise which can be done more or
less explicitly without any reference to the lemma:
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Exercise 1.5.11 Consider the convex sets in the plane defined as

K :
x2

a2
1

+
y2

b21
≤ 1; K ′ :

x2

a2
2

+
y2

b22
≤ 1.

Show that K and K ′ can be approximated arbitrarily closely by similar convex polytopes P
and P ′.

Lemma 1.5.19 and the continuity of volumes relative to the Hausdorf distance shows that
the basic properties of mixed volumes, which were established for similar polytopes, remain
valid for arbitrary compact convex subsets of Rm+1. We summarize the above conclusions
and other properties of mixed volumes in the form of a proposition for easy reference:

Proposition 1.5.3 Let K,K1, · · · , Km+1 ⊂ Rm+1 be compact convex sets, and define the
mixed volume vm+1(K1, · · · , Km+1) as in lemma 1.5.11. Then vm+1 has the following prop-
erties:

1. vm+1 is continuous relative to the Hausdorf distance and symmetric in the arguments.

2. For α1 ≥ 0, · · · , αm+1 ≥ 0 formula (1.5.40) is valid.

3. vm+1 is additive in each argument, i.e.,

vm+1(K +K1, K2 · · · , Km+1) = vm+1(K1, · · · , Km+1) + vm+1(K,K2, · · · , Km+1).

4. vm+1(K,K, · · · , K) = vm+1(K).

5. vm+1 is argument wise invariant under translations T in the sense that

vm+1(T (K1), K2, · · · , Km+1) = vm+1(K1, K2, · · · , Km+1).

6. vm+1 is invariant under GL(m + 1,R) acting diagonally, i.e., for A ∈ GL(m + 1,R)
we have

vm+1(A(K1), A(K2), · · · , A(Km+1)) = | det(A)|vm+1(K1, K2, · · · , Km+1).

7. vm+1(K1, · · · , Km+1) ≥ 0.

8. If K ⊂ K1 then

vm+1(K,K2, · · · , Km+1) ≤ vm+1(K1, K2, · · · , Km+1).
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Proof - We have already proven most of these statements and will only comment on the
remaining ones. Item (4) follows from lemma 1.5.15 and the definition of v′m+1 = vm+1. Items
(5) and (6) follow from lemma 1.5.11. After applying translations we may assume the origin
lies in the interior of K1 ∩ · · · ∩ Km+1. Then an examination of the construction of v′m+1

shows that we can assume the support numbers hj > 0 and the coefficients ai1,··· ,im+1 ≥ 0.
This implies (7). The additional observation that hK ≤ hK1 implies (8). ♣

There are a number of inequalities involving mixed volumes some of which are quite
subtle. Here we use the Brunn-Minkowski inequality (see Chapter 1, proposition ??) to
derive a simple inequality and use it for the existence result in proposition 1.5.5 and rigidity
in corollary 1.5.5.

Proposition 1.5.4 (Minkowski Inequality) - Let K1, K2 ⊂ Rm+1 be compact convex sets
with non-empty interior. Then

vm+1(K1, · · · , K1, K2)
m+1 ≥ vm+1(K1)

mvm+1(K2).

Equality holds if and only if K2 = v +βK1, i.e., Ki differ by a homothety and a translation.

Proof - Let Kα = (1− α)K1 + αK2 and set

φ(α) = vm+1(Kα)
1

m+1 − (1− α)vm+1(K1)
1

m+1 − αvm+1(K2)
1

m+1 .

Clearly φ(0) = φ(1) = 0. The homogeneity property of mixed volumes yields

vm+1(Kα) =
m+1∑
j=0

(
m+ 1

j

)
(1− α)m+1−jαjvm+1(K1, K2; j). (1.5.50)

Substituting from (1.5.50), differentiating φ(α) and setting α = 0 we obtain

φ′(0) = vm+1(K1)
− m

m+1

[
vm+1(K1, K2, ; 1)− vm+1(K1)

m
m+1vm+1(K2)

1
m+1

]
(1.5.51)

On the other hand, the Brunn-Minkowski inequality implies concavity of the function φ(α)
and consequently

φ(α) ≥ 0. (1.5.52)

(1.5.51) and (1.5.52) imply the required inequality. In view of concavity of φ equality holds
only if φ is identically 0. Proposition ?? of chapter 1 implies the second assertion. ♣



1.5. CONVEXITY 361

Exercise 1.5.12 Let K1, K2 ⊂ Rm+1 be compact convex subsets with non-empty interior.
Show that

vm+1(K1, K2; 1)2 ≥ vm+1(K1)vm+1(K1, K2; 2).

(Differentiate the function φ in the proof of proposition 1.5.4 twice at 0.)

A concept related to mixed volumes is that of mixed area measures which are Borel
measures on the sphere Sm. If the compact set K has smooth boundary ∂K with the
standard volume element dv∂K induced from the Euclidean metric of Rm+1, then we set

dsm(K, .) = G?(dv∂K),

where G is the Gausss map of the boundary ∂K. This means that for a Borel measurable
function φ : Sm → R we define its integral as∫

Sm

φ(u)dsm(K, u) =

∫
∂K

φ(G(x))dv∂K(x).

In particular, for a subset U ⊂ Sm its dsm(K, .) measure is the volume, relative to dv∂K , of the
set G−1(U). Since ∂K is generally not a manifold, in order to extend this definition to general
compact convex sets we make use use of approximation by convex polytopes. The natural
extension of the definition of dsm(K, .) to polytopes is as follows: Let ∂P = F1 ∪ · · · ∪FN be
the decomposition of the boundary of the polytope P into facets and ej be the unit outward
normal to Fj. Then dsm(P, .) is the atomic measure, supported on ∪j{ej}, which assigns
vm(Fj) to ej. It is clear that if the sequence of polytopes Pj converges to K relative to
the Hausdorf distance, and K has smooth boundary, then dsm(Pj, .) converges weakly19to
dsm(K, .) as defined earlier. Therefore for a general compact convex set we define dsm(K, .)
as the weak limit of the measures dsm(Pj, .) for any sequence of polytopes converging to K
in the Hausdorf metric. The proof that this is well-defined is straightforward and is omitted.

Having defined the area measures dsm(K, .) we proceed to define mixed area measures
much in the same the same way as mixed volumes are related to volumes. The analogue of the
polarization formula (lemma 1.5.11) may be used as the definition of mixed area measures:

dsm(K1, · · · , Km, .) =
1

m!

m∑
k=1

(−1)m+kdsm(Ki1 + · · ·+Kik , .), (1.5.53)

19A sequence of (Borel) measures µj converges weakly to a (Borel) measure µ if for every (Borel) meaurable
function

∫
φdµj converges to

∫
φdµ.
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which can be derived formally from the inversion of the homogeneity requirement

dsm(α1K1 + · · ·+ αmKm, .) =
∑

αi1 · · ·αimdsm(Ki1 , · · · , Kim , .), (1.5.54)

where the summation is over all indices i1, · · · , im+1 from {1, · · · , k}. Just as in the case of
mixed volumes it is more useful to first define mixed area measures for similar polytopes and
then extend it to all compact convex sets via the approximation lemma 1.5.19. More precisely
let P1, · · · , Pm be similar polytopes in Rm+1. To define the area measure dsm(P1, · · · , Pm, u)
it is necessary to give values to ∫

C

dsm(P1, · · · , Pm, u),

for Borel sets C ⊂ Sm. For a given direction u ∈ Sm let F
(j)
u be the face (if exists) of Pj

whose outward unit normal is u. Since the polytopes Pj are similar the faces F
(j)
u either exist

for all j or for none. In the former case they are all parallel, and by a translation we regard
F

(j)
u as m dimensional polytopes in Rm. Then we set∫

C

dsm(P1, · · · , Pm, u) =
∑
u∈C

vm(F (1)
u , · · · , F (m)

u ). (1.5.55)

The sum on the right hand side is finite since for only finitely many directions F
(j)
u ’s are

non-empty. Starting with this definition of mixed area measure one can develop the theory
as in the case mixed volumes by making use of the approximation lemma 1.5.19. We will not
go through a formal verification of the fact that we obtain a Borel meassure in this fashion.
For similar polytopes it is immediate that

vm+1(P1, · · · , Pm, P ) =
1

m+ 1

∫
Sm

hP (u)dsm(P1, · · · , Pm, u), (1.5.56)

where the integral reduces to a finite sum. Taking limit of Pj → Kj and P → K through
similar polytopes we obtain the following result:

Lemma 1.5.20 With the above notation we have

vm+1(K1, · · · , Km, K) =
1

m+ 1

∫
Sm

hK(u)dsm(K1, · · · , Km, u).

for compact convex sets, K,K1, · · · , Km ⊂ Rm+1.
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As an application of the concept of mixed volumes and the Minkowski inequality (propo-
sition 1.5.4) one establish the following rigidity result based on the area measures dsm(K, .):

Corollary 1.5.5 Let K1, K2 be compact convex sets with non-empty interior and assume
dsm(K1, .) = dsm(K2, .). Then K1 and K2 are translates of each other.

Proof - It follows from the hypothesis that the area measures dsm(Ki, · · · , Ki, .), i = 1, 2,
are identical and consequently

vm+1(K1, K2, · · · , K2) = vm+1(K1).

Applying Minkowski inequality (proposition 1.5.4) we obtain

vm+1(K1)
m+1 = vm+1(K1, K2, · · · , K2)

m+1 ≥ vm+1(K1)vm+1(K2)
m.

Therefore vm+1(K1) ≥ vm+1(K2). Similarly, vm+1(K1) ≥ vm+1(K2). It follows that

vm+1(K1, K2, · · · , K2)
m+1 ≥ vm+1(K1)vm+1(K2)

m.

By proposition 1.5.4 K1 and K2 by a homothety and a translation and therefore differ by a
translation since they have the same volume. ♣

A special case of corollary 1.5.5 is

Corollary 1.5.6 If two polytopes have the same set of outward unit normals (to facets) and
corresponding facets have the same volume (area), then they differ by a translation.

1.5.4 Existence Theorems

In lemma 1.5.12 we showed that for a polytope with facets Fj and corresponding outward
normals ej, we have

∑
j vm(Fj)ej = 0. The question is whether given finite set of distinct

vectors {e1, · · · , eN} ⊂ Sm, which contains a basis for Rm+1, and positive numbers aj such
that

N∑
j=1

ajej = 0, (1.5.57)

there is a polytope P with non-empty interior, facets Fj with outward unit normals ej and
vm(Fj) = aj. The case of m = 1 is particularly simple:

Lemma 1.5.21 With the above notation, let m = 1. Then the necessary condition (1.5.57)
is also sufficient.
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Proof - Let e′j be the unit vector orthogonal to ej such that ej, e
′
j is a positively oriented

basis for R2. Then (1.5.57) is equivalent to

N∑
j=1

aje
′
j = 0. (1.5.58)

We may assume that the vectors e1, e2, · · · , eN are ordered in the counterclockwise direction.
Now consider the polygon with side F1 parallel to and directed as the vector e′1. From the
end point of F1 draw the face F2 parallel to and directed as the vector e′2. Continuing the
process we see that F1, F2, · · · , FN close up to form a polygon if (1.5.57) is fulfilled. ♣

As an application of the ideas of the preceding subsection we show that the answer is in
the affirmative. The first observation is

Lemma 1.5.22 Let RN
+ be the subset of RN consisting of vectors Z = (z1, · · · , zN) with

zj ≥ 0. Then the set

PZ =
N⋂
j=1

H−(ej ,zj)

is a compact convex set, and has non-empty interior if all zj > 0.

Proof - Convexity of PZ and non-emptiness of the interior of PZ are clear. If PZ were not
compact, there would exist non-zero f such that R+f ⊂ PZ. The hypotheses

∑
aiei = 0 and∑

Rej = Rm+1 imply < f, ej >> 0 for some j and therefore af 6∈ PZ for a > 0 sufficiently
large. ♣

The desired polytope can be obtained by a finite dimensional variational argument. Let

U = {Z ∈ RN
+ | vm+1(PZ) ≥ 1}.

The boundary ∂U is defined by the requirement vm+1(PZ) = 1. Let us note that if m > 1
and the vectors e1, · · · , eN are in general position in the sense that every subset ei1 , · · · , eim+1

of distinct vectors is a basis for Rm+1, then ∂U is C1 manifold and tangent spaces to points
of ∂U are well-defined. In fact, it is clear that if Z◦ = (z◦1 , · · · , z◦N) is such that each subset
PZ◦ ∩ ∂H−(ej ,z◦j ) is

1. Either of positive measure, vm(PZ◦ ∩ ∂H−(ej ,z◦j )) > 0,

2. Or is empty, PZ◦ ∩ ∂H−(ej ,z◦j ) = ∅,
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then a neighborhood of Z◦ in ∂U is the image of a diffeomorphism of an open subset of
RN−1. Now assume Z◦ = (z◦1 , · · · , z◦N) is such that PZ◦ ∩ ∂H−(ej ,z◦j ) 6= ∅ but has measure 0.

Then for z◦j − ε < zj < z◦j and ε > 0 small, vm(PZ◦ ∩ ∂H−(ej ,z◦j )) > 0 and the general position

assumption implies that vm(PZ◦ ∩ ∂H−(ej ,z◦j )) goes to zero as εm as ε→ 0. For m > 1 this will

suffice to give ∂U the structure of a C1 manifold.
Consider the function

ψ : U → R, ψ(Z) =
1

m+ 1

N∑
j=1

ajzj.

Since the coefficients aj > 0, the function ψ attains a minimum on U . Assume this minimum
is attained at the point b = (b1, · · · , bN) and ψ(b) = µm, i.e.,

1

m+ 1

N∑
j=1

ajbj = µm. (1.5.59)

Since the function ψ attains a minimum at Z = b

vm+1(Pb) = 1. (1.5.60)

We will show that the polytope µPb is the solution to our problem.
Replacing Pb by a translate of it we may assume 0 is an interior point and consequently

bj > 0 for all j. Set

a?j = vm(FPb
(ej)).

By lemma 1.5.12 vm+1(Pb) = 1
m+1

∑
hPb

(ej)a
?
j and since hPb

(ej) = bj if a?j 6= 0, we have by
(1.5.60)

1

m+ 1

N∑
j=1

a?jbj = 1. (1.5.61)

Define the affine hyperplanes Li as

L1 = {Z | 1

m+ 1

N∑
j=1

ajzj = µm}, L2 = {Z | 1

m+ 1

N∑
j=1

a?jzj = 1}

The key point in understanding the structure of Pb is
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Lemma 1.5.23 Assume e1, · · · , eN are in general position. Then with the above notation,
we have L1 = L2.

First we show how lemma 1.5.23 implies the desired existence result:

Proposition 1.5.5 Let ej ∈ Sm, j = 1, · · · , N , be a set of distinct vectors containing a
basis for Rm+1, aj > 0 real numbers such that (1.5.57) is satisfied. Then there is a unique,
up to translation, polytope with outward unit normals ej and corresponding areas (volumes)
of facets aj.

Proof - Uniqueness follows from corollary 1.5.5. In view of lemma 1.5.21 we may assume
m > 1 Under the additional hypothesis that the vectors e1, · · · , eN are in general position,
lemma 1.5.23 implies

ai = µma?i = vm(FµPb
(ei)),

that is, the volume (area) of the facet with normal ei is ai as desired, proving the proposition.
The general case follows by approximating the set of vectors {e1, · · · , eN} by one in general
position. To be more precise, let {e1(r), · · · , eN(r)}, 0 ≤ r < 1 be a smooth one parameter
family of unit vectors which for r > 0 are in general position and ej(0) = ej. Let aj(r) > 0
be smooth functions with aj(0) = aj and

N∑
j=1

aj(r)ej(r) = 0.

Let Pr, r > 0, be the corresponding polytope. The volumes vm(∂Pr) are uniformly bounded
and by the isoperimetric inequality vm+1(Pr) is also uniformly bounded. Since the quantities
aj(r), r ∈ [0, 1] are bounded away from zero it follows from second formula of lemma 1.5.12
that the quantities hPr(ej(r)) are uniformly bounded. Therefore the polytopes Pr remain in
a bounded subset of Rm+1. By the Blaschke Selection lemma we can choose a convergent
sequence of polytopes Prj . It is clear that the limiting convex set is still a polytope with
outward unit normals ej and the area (volume) of the corresponding facet equal to aj. ♣

Lemma 1.5.24 With the above notation for Z in a neighborhood V of b in RN we have

vm+1(Pb, · · · , Pb, PZ) =
1

m+ 1

N∑
j=1

hPZ(ej)a
?
j .
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Proof - For V sufficiently small the polytopes Pb and PZ are similar if either all a?j > 0
or if a?j = 0 then Pb ∩ ∂H−(ej ,bj)

= ∅ in which case the validity of the assertion follows from

remark 1.5.3. If a?j = 0 but Pb ∩ ∂H−(ej ,bj)
6= ∅, then for zj > bj the polytopes Pb and PZ are

similar, but for zj < bj they are no longer similar since the set of normals to PZ and Pb will
be different. However for ε > bj − zj > 0 we can approximate Pb arbitrarily closely with
polytopes Pb′ similar to PZ by taking bj > b′j > zj. Then the assertion remains valid for Pb′

replacing Pb and by taking b′j → bj the required result follows. ♣
Proof of lemma 1.5.23 - Let Z be in the neighborhood V of b given in lemma 1.5.24.
Substituting hPZ(ej) = zj in formula in lemma 1.5.24 we obtain

vm+1(Pb, · · · , Pb, PZ) =
1

m+ 1

N∑
j=1

a?jzj.

By proposition 1.5.4

vm+1(PZ) ≤ vm+1(Pb, · · · , Pb, PZ)m+1,

which implies that the only point of intersection of U and L2 is the point b. The affine
space L1 ∩ V passes through b but does not contain any point from the interior of U since
that would contradict minimality of ψ(b) = µm. By the general position assumption of the
vectors e1, · · · , eN , the boundary ∂U is a manifold and consequently the affine subspaces are
the tangent spaces to ∂U at b and are identical. ♣

It is possible to use proposition 1.5.5 and an approximation argument to prove an ex-
istence result for the Minkowski problem discussed in the preceding subsection, yet such
an approach is not satisfactory since it does not appear that one can prove smoothness of
the resulting manifold in this manner. A satisfactory approach is based on the study of
the Monge-Ampère equation which involves analytical techniques which are postponed to
another volume (see [CY]). However, we can prove the following existence result for area
measures via approximation:

Proposition 1.5.6 Let f ≥ 0 be a non-negative continuous function20 on Sm. If∫
Sm

ef(e)dv = 0,

20The same result is valid for a general finite Borel measure dµ provided it is not concentrated on a great
circle. In fact proposition 1.5.5 is the case of a finitely supported measure and the necessary conditions of
not being supported on a great circle and

∫
edµ(e) = 0 imply that the support set of the measure contains

a basis for Rm+1. It is for the purpose of avoiding some minor measure theoretic technicalities that we are
assuming that the measure is given by a continuous density f .
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where dv is the standard volume element on Sm, then there is a compact convex set K with
dsm(K, .) = fdv.

Proof - We decompose Rm+1 into finitely many convex cones C1, · · · , CN bounded by hyper-
planes and with common vertex 0. We assume that the cones have pairwise disjoint interiors
and each set Dj = Cj ∩ Sm of small volume (area) as may be necessary. Let D1, · · · , Dl be
those among Dj’s with positive measure relative to dµ = fdv, and set for j = 1, · · · , l,

εj =
1

µ(Dj)

∫
Dj

ef(e)dv,

where µ(Dj) is the measure of Dj. Each εj is a vector of the form

εj = γjej,

where ej ∈ Sm and γj > 0 by taking the decomposition of Rm+1 to be sufficiently fine.
Now let aj = γjµj, then the set of vectors {e1, · · · , ej} and positive numbers aj satisfy the
hypothesis of proposition 1.5.5 and therefore we get a polytope P which depends on the
decomposition of Rm+1 into convex cones with 0 as their common vertex. It is clear from
the construction that the quantities

∑
aj remain uniformly bounded (in fact, bounded by∫

fdv) and by isoperimetric inequality the volumes of the polytopes P , as we refine the
decomposition of Rm+1, also remain bounded. Let b ≥ vm+1(P ) for all such P , and y ∈ P .
Set y = ηe with e ∈ Sm and η > 0 and Cy be the convex closure of 0 and y. Then

hP (u) ≥ hCy(u) = η < u, e >+,

where z+ means maximum of 0 and z. Therefore

b ≥ vm+1(P ) ≥ η

m+ 1

∫
Sm

< u, e >+ f(e)dv ≥ cη

for some positive constant c bounded away from 0. Therefore η is bounded and the polytopes
P remain in a bounded subset of Rm+1. Blaschke’s Selection lemma is now applicable to
give the desired compact convex set. ♣
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1.6 Minimal Surface

1.6.1 Weierstrass Representation

THIS SECTION IS NOT INCLUDED
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[S] Santaló, L. A. - Integral Geometry and Geometric Probability, Addison Wesley
Publishing Co., Reading, Ma., 1976.

371



372 BIBLIOGRAPHY

[SW] Stein, E. and G. Weiss - Introduction to Fourier Analysis on Euclidean Spaces,
Princeton University Press, 1975.

[W] Weyl, H. - Classical Groups, Princeton University Press 1966.

[Wh] Whitehead, J. H. C. - Convex Regions in the Geometry of Paths; Quarterly Journal
of Mathematics (Oxford), vol. 3, (1932), pp.33-42.


