ON CUTS IN ULTRAPRODUCTS OF LINEAR ORDERS I

MOHAMMAD GOLSHANI AND SAHARON SHELAH

Abstract. For an ultrafilter $D$ on a cardinal $\kappa$, we wonder for which pair $(\theta_1, \theta_2)$ of regular cardinals, we have: for any $(\theta_1 + \theta_2)^+\text{-saturated dense linear order } J, J^\kappa/D$ has a cut of cofinality $(\theta_1, \theta_2)$. We deal mainly with the case $\theta_1, \theta_2 > 2^\kappa$.

1. INTRODUCTION

Let $D$ be an ultrafilter on a cardinal $\kappa$. We consider the class $\mathcal{C}(D)$ consisting of pairs $(\theta_1, \theta_2)$, where $(\theta_1, \theta_2)$ is the cofinality of a cut in $J^\kappa/D$ and $J$ is some (equivalently any) $(\theta_1 + \theta_2)^+\text{-saturated dense linear order}$. The works [9], [10] and [11] of Malliaris and Shelah have started the study of this class for the case $\theta_1 + \theta_2 \leq 2^\kappa$. In this paper we continue these works; in particular we will concentrate on the case where $\theta_1 + \theta_2$ is above $2^\kappa$. As the results of the paper show, the study of the class $\mathcal{C}_{>2^\kappa}(D)$ is very different from the case $\mathcal{C}_{\leq 2^\kappa}(D)$, and it is related to the universe of set theory we discuss in it. So most of our results are proved under some set theoretic assumptions, like the existence of large cardinals or the validity of some combinatorial principles, or are considered in suitable generic extensions of the universe. We also prove some results about the depth and depth$^+$ of Boolean algebras, which continue the works of Garti-Shelah [2], [3], [4], [5] and Shelah [14].

In particular, we prove the following:

• Suppose $\kappa_1 > \aleph_0$ and $D$ is a $\kappa_1\text{-complete} \text{ (but not $\kappa_1^+\text{-complete}$)}$ ultrafilter on $\kappa_2$ and $(\theta_1, \theta_2) \in \mathcal{C}(D)$. Then $\theta_1, \theta_2 > \kappa_1$ (Theorem 2.3).

• Suppose that $D$ is an ultrafilter on $\kappa$, $\kappa < \mu \leq \lambda, \theta$, where $\mu$ is a strongly compact cardinal and $\lambda, \theta$ are regular. Then $(\lambda, \theta) \notin \mathcal{C}(D)$ (Theorem 2.11).

• Suppose that $D$ is an ultrafilter on $\kappa$ and $\theta, \lambda$ are regular cardinals such that $\theta^\kappa < \lambda$. Then $(\lambda, \theta) \notin \mathcal{C}(D)$ (Theorem 2.16).
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• Assume $V = L$, and suppose that $D$ is a uniform ultrafilter on some cardinal $\kappa$. Then $\mathcal{C}(D)$ is a proper class (Corollary 3.5).

• If in $V$, there is a class of supercompact cardinals, then for some class forcing $P$, in $V^P$ we have: for any infinite cardinal $\kappa$, and any ultrafilter $D$ on $\kappa$, if $((\lambda_1, \lambda_2)) \in \mathcal{C}(D)$, then $\lambda_1 + \lambda_2 < 2^{2^{\kappa}}$ (Theorem 5.21).

It follows from our results that the study of the class $\mathcal{C}(D)$ is closely related to large cardinals, and combinatorial principles like square and diamond; so that in the presence of large cardinals, the class $\mathcal{C}(D)$ is small, while it is a proper class in all known core models like $L$.

We now give some of the main definitions that appear in the paper.

**Definition 1.1.** A linear order $J$ is $\tau^+$-saturated, if for every subset $A$ of $J$ of size $\leq \tau$ and every type $\Gamma$ in the language of $J$ with parameters from $A$, if $\Gamma$ is finitely satisfiable, then $\Gamma$ is realized by some element of $J$.

If $J$ is $\tau^+$-saturated and if $A$ and $B$ are subsets of $J$ of size $\leq \tau$ such that $a <_J b$ for all $a \in A$ and $b \in B$, then it is easily seen that there are $s_1, s_2$ and $s_3 \in J$ such that for all $a \in A$ and $b \in B$, $s_1 <_J a <_J s_2 <_J b <_J s_3$. To see this, consider the types $\Gamma_1 = \{ x <_J a : a \in A \}$, $\Gamma_2 = \{ a <_J x <_J b : a \in A$ and $b \in B \}$ and $\Gamma_3 = \{ b <_J x : b \in B \}$. They are easily seen to be finitely satisfiable, and hence by the saturation of $J$, they are realized by some $s_1, s_2$ and $s_3$ respectively. Then $s_1, s_2$ and $s_3$ are as required.

**Definition 1.2.** Let $J$ be a linear order, and $C_1, C_2 \subseteq J$.

(a) $(C_1, C_2)$ is a pre-cut of $J$ if $C_1 <_J C_2$ (i.e. for all $s_1 \in C_1$ and $s_2 \in C_2$, $s_1 <_J s_2$), and there is no $t \in J$ such that $C_1 <_J t <_J C_2$.

(b) $(C_1, C_2)$ is a cut of $J$, if it is a pre-cut of $J$ and $J = C_1 \cup C_2$.

(c) For a pre-cut $(C_1, C_2)$ of $J$, let $cf(C_1, C_2) = (\theta_1, \theta_2)$ where

• $\theta_1$ is the cofinality of $C_1$, $\theta_1 = cf(C_1)$,

• $\theta_2$ is the initiality (or downward cofinality) of $C_2$, $\theta_2 = dcf(C_2)$.

(d) Suppose $(C_1, C_2)$ is a pre-cut of $J$ and $cf(C_1, C_2) = (\theta_1, \theta_2)$.

• $\bar{s}$ witnesses $cf(C_1) = \theta_1$, if $\bar{s} = \langle s_\alpha : \alpha < \theta_1 \rangle$ is $<_J$-increasing and unbounded in $C_1$. 
• $\bar{t}$ witnesses $\text{def}(C_2) = \theta_2$, if $\bar{t} = \langle t_\beta : \beta < \theta_2 \rangle$ is $<_J$-decreasing and for any $t \in C_2$ there exists $\beta < \theta_2$ such that $t_\beta <_J t$.

• $(\bar{s}, \bar{t})$ witnesses $\text{cf}(C_1, C_2) = (\theta_1, \theta_2)$, if $\bar{s}$ witnesses $\text{cf}(C_1) = \theta_1$ and $\bar{t}$ witnesses $\text{def}(C_2) = \theta_2$.

**Definition 1.3.** Suppose $D$ is an ultrafilter on a cardinal $\kappa$. Then:

(a) $\mathcal{C}(D) = \{ (\theta_1, \theta_2) : (\theta_1, \theta_2) = \text{cf}(C_1, C_2) \text{ for some cut } (C_1, C_2) \text{ of } J^\kappa/D, \text{ where } J \text{ is some (equivalently any) } (\theta_1 + \theta_2)^+ \text{-saturated dense linear order } \}$.

(b) $\mathcal{C}_{> \lambda}(D) = \{ (\theta_1, \theta_2) \in \mathcal{C}(D) : \theta_1 + \theta_2 > \lambda \}$.

(c) $\mathcal{C}_{\leq \lambda}(D) = \{ (\theta_1, \theta_2) \in \mathcal{C}(D) : \theta_1 + \theta_2 \leq \lambda \}$.

**Remark 1.4.** (a) $\mathcal{C}(D)$ is symmetric, i.e. $(\theta_1, \theta_2) \in \mathcal{C}(D) \Leftrightarrow (\theta_2, \theta_1) \in \mathcal{C}(D)$, for all regular cardinals $\theta_1, \theta_2$.

(b) There are $(\theta_1, \theta_2)$-cuts with $\theta_1 \in \{0, 1\}$, but they do not arise in our work, because if a $\lambda^+$-saturated dense linear order has a $(\theta_1, \theta_2)$-cut and $\theta_1 \in \{0, 1\}$, then $\theta_2 > \lambda$.

(c) By ultrafilter, we always mean a non-principal ultrafilter.

We also use the following combinatorial principles that are valid in known core models, and will use them to show that the class $\mathcal{C}(D)$ can be large.

**Definition 1.5.** Assume $\kappa$ is a regular uncountable cardinal and $S \subseteq \kappa$ is stationary. The diamond principle $\lozenge_S$ is the assertion “there exists a sequence $\langle s_\alpha : \alpha \in S \rangle$ such that each $s_\alpha$ is a subset of $\alpha$ and for any $X \subseteq \kappa$, the set $\{ \alpha \in S : X \cap \alpha = s_\alpha \}$ is stationary in $\kappa$”.

The following is a version of square principle that will be used through this paper.

**Definition 1.6.** (a) A set $S \subseteq \kappa$ has a square, if $\kappa$ is a regular uncountable cardinal and there exists a set $S^+ \subseteq \kappa$ and a sequence $\bar{C} = \langle C_\alpha : \alpha \in S^+ \rangle$ such that:

\begin{align*}
(\alpha) & \ S \setminus S^+ \text{ in a non-stationary subset of } \kappa, \\
(\beta) & \ C_\alpha \text{ is a club of } \alpha, \\
(\gamma) & \ \beta \in C_\alpha \Rightarrow \beta \in S^+ \text{ and } C_\beta = C_\alpha \cap \beta, \\
(\delta) & \ \text{otp}(C_\alpha) < \alpha.
\end{align*}

We may assume $C_\alpha = \emptyset$, for $\alpha \notin S^+$. 
(b) Given a club subset $C$ of a limit ordinal $\alpha$, let $nacc(C)$ be the set of non-accumulation points of $C$, i.e., $nacc(C) = \{ \beta \in C : \sup(C \cap \beta) < \beta \}$.

For a forcing notion $P$, $p \leq q$ means that $p$ gives more information than $q$, or $p$ is stronger than $q$. The forcing notion used in this paper is the Cohen forcing described below.

**Definition 1.7.** Assume $\theta$ is a regular cardinal and $I$ is a set with $|I| \geq \theta$. The Cohen forcing for adding $|I|$-many Cohen subsets of $\theta$, indexed by $I$, denoted $Add(\theta, I)$, consists of partial functions $p : I \to \{0, 1\}$ of size less than $\theta$, ordered by reverse inclusion.

The forcing notion $Add(\theta, I)$ is $\theta$-closed and satisfies $(2^{<\theta})^+\text{-c.c.}$, hence if $2^{<\theta} = \theta$, then it preserves all cardinals.

2. **On $\mathcal{C}(D)$ being small**

In this section we consider the cases where $\mathcal{C}(D)$ is small, by showing that $\mathcal{C}(D)$ may not contain some pairs $(\theta, \sigma)$, for some suitable regular cardinals $\theta, \sigma$. In particular we show that if $D$ is an ultrafilter on $\kappa$ and $\mu > \kappa$ is strongly compact, then $\mathcal{C}(D)$ is a set (in fact $\mathcal{C}(D) \subseteq \mu \times \mu$).

The following lemma will be useful in some of our arguments. It says instead of a saturated dense linear order, we can work with its completion.

**Lemma 2.1.** Assume $J_*$ is a $\lambda^+$-saturated dense linear order, $J$ is its completion and $D$ is an ultrafilter on $\kappa$. Then:

(a) If a cut of $J_*/D$ has both cofinalities $\leq \lambda$, then this cut is not filled in $J^\kappa/D$.

(b) If $(C_1, C_2)$ is a cut of $J^\kappa/D$ of cofinality $(\theta_1, \theta_2)$, where $\theta_1, \theta_2$ are infinite, then it is induced by a cut of $J_*/D$.

**Proof.** (a) Suppose $(C_1, C_2)$ is a cut of $J_*/D$ of cofinality $(\theta, \sigma)$, where $\theta, \sigma \leq \lambda$, and let $\langle \langle f_\alpha/D : \alpha < \theta \rangle, \langle g_\beta/D : \beta < \sigma \rangle \rangle$ witness it. Assume the cut is filled in $J^\kappa/D$ by some $h \in J^\kappa$. Then for all $\alpha < \theta, \beta < \sigma, f_\alpha <_D h <_D g_\beta$, and hence $A_{\alpha,\beta} = \{ i < \kappa : f_\alpha(i) <_J h(i) <_J g_\beta(i) \} \in D$. For $i < \kappa$ set

$$
\Gamma_i = \{ f_\alpha(i) <_J x <_J g_\beta(i) : (\alpha, \beta) \in \theta \times \sigma \text{ such that } i \in A_{\alpha,\beta} \}.
$$
\(\Gamma_i\) is easily seen to be finitely satisfiable in \(J\), hence also in \(J_*\), so it is realized by some \(h_*(i) \in J_*\). Then \(h_* \in J_*^\kappa / D\), and for all \(\alpha < \theta, \beta < \sigma\) we have \(f_\alpha <_D h_* <_D g_\beta\), a contradiction.

(b) follows easily from the fact that \(J_*\) is dense in \(J\). \(\square\)

**Theorem 2.2.** Suppose \(\kappa\) is a measurable cardinal, and let \(D\) be a \(\kappa\)-complete ultrafilter on \(\kappa\). Then:

(a) \(C_{\leq \kappa}(D) = \emptyset\).

(b) \((\theta, \sigma) \notin C(D)\), where \(\theta < \kappa\).

**Proof.** (a) follows from [10] Claim 9.1\(^1\), and (b) is [10] Claim 10.3. \(\square\)

We now give a generalization of Theorem 2.2.

**Theorem 2.3.** Suppose \(\kappa_1 > \aleph_0\) and \(D\) is a \(\kappa_1\)-complete (but not \(\kappa_1^+\)-complete; hence \(\kappa_1\) is a measurable cardinal) ultrafilter on \(\kappa_2\) and \((\theta_1, \theta_2) \in C(D)\). Then \(\theta_1, \theta_2 > \kappa_1\).

**Remark 2.4.** If \(\kappa_1 = \aleph_0\), then \((\aleph_0, \text{lcf}(\aleph_0, D)) \in C(D)\), and \(\text{lcf}(\aleph_0, D)\) may be \(\aleph_1\), where \(\text{lcf}(\aleph_0, D)\) denotes the lower cofinality \(^2\).

**Proof.** Toward contradiction, assume that \(\theta_1, \theta_2\) are regular, \(\theta_1 \leq \kappa_1\) and \((\theta_1, \theta_2) \in C(D)\) (recall that \(C(D)\) is symmetric, so we can assume w.l.o.g. that \(\theta_1 \leq \kappa_1\)). Let \(\lambda = \kappa_2 + \theta_1 + \theta_2\), let \(J_*\) be a \(\lambda^+\)-saturated dense linear order, and suppose that \((f_\alpha / D : \alpha < \theta_1), (g_\beta / D : \beta < \theta_2))\) witnesses \((\theta_1, \theta_2) \in C(D)\), where \(f_\alpha, g_\beta \in J_*^{\kappa_2}\). Let \(\bar{f} / D = (f_\alpha / D : \alpha < \theta_1), \bar{g} / D = (g_\beta / D : \beta < \theta_2)\) and let \(J\) be the completion of \(J_*\). By Lemma 2.1, \((\bar{f}, \bar{g})\) also witnesses a cut of \(J^{\kappa_2} / D\).

Let \(\chi\) be a large enough regular cardinal such that \(\bar{f}, \bar{g} \in H(\chi)\), and consider the structure \(\mathfrak{A}_1 = (H(\chi), \in)\) and let \(\mathfrak{A}_2 = \mathfrak{A}_{1^{\kappa_2}} / D\). Also let \(j : \mathfrak{A}_1 \rightarrow \mathfrak{A}_2\) be the canonical elementary embedding. Clearly \(j\) is identity on \(H(\kappa_1)\) and \(\text{crit}(j) = \kappa_1\).

**Claim 2.5.** There exists \(s \in \mathfrak{A}_2\) such that:

\(^1\)In [10] Claim 9.1, it is proved that \((\theta, \sigma) \notin C(D)\) when \(\theta, \sigma < \kappa\) or \(\theta = \sigma = \kappa\). The case \(\theta < \sigma = \kappa\) can be proved similarly.

\(^2\)See [12], Chapter VI for the definition of \(\text{lcf}(\aleph_0, D)\) and more information about it.
(a) $\mathfrak{A}_2 \models \text{“s is a function from } j(\theta_1) \text{ into } j(J^*)\text{”},$

(b) $\mathfrak{A}_2 \models \text{“s(\alpha) = } f_\alpha/D \text{” for every } \alpha < \theta_1.$

Proof. Define $h : \kappa_2 \to \mathfrak{A}_1$ by

$$h(\xi) = \langle f_\alpha(\xi) : \alpha < \theta_1 \rangle.$$

Let $s = h/D \in \mathfrak{A}_2$. We show that $s$ is as required. First note that $s = j(h)(\kappa_1)$

It is clear that $s = j(h)(\kappa_1) = \langle j(\bar{f}_\alpha)_{\kappa_1} : \alpha < j(\theta_1) \rangle.$

But for $\alpha < \theta_1$, we have $j(\bar{f}_\alpha)_{\kappa_1} = j(\bar{f})_{j(\theta_1)}(\kappa_1) = j(f_\alpha)(\kappa_1) = f_\alpha/D.$ The result follows immediately. □

So we have the following:

Claim 2.6. There exist $s \in \mathfrak{A}_2$ and $\kappa_*$ such that:

(a) $\mathfrak{A}_2 \models \text{“s is a function with domain } \kappa_*\text{”},$

(b) $\kappa_* \text{ is }^3 j(\theta_1) \text{ if } \theta_1 < \kappa_1 \text{ and the least upper bound of } \{j(\alpha) : \alpha < \theta_1\} \text{ if } \theta_1 = \kappa_1,$

(c) $\mathfrak{A}_2 \models \text{“s(\alpha) = } f_\alpha/D \text{” for every } \alpha < \theta_1.$

Fix $s$ as in Claim 2.6.

Claim 2.7. If $A_2 \subseteq \mathfrak{A}_2, |A_2| \leq \lambda$ and $b \in A_2 \Rightarrow \mathfrak{A}_2 \models \text{“b is in j(J) and s(\alpha) < j(J) b” for all } \alpha < \theta_1,$ then for some $b_* \in j(J)$, we have

$$b \in A_2 \text{ and } \alpha < \theta_1 \Rightarrow \mathfrak{A}_2 \models \text{“} f_\alpha/D <_{j(J)} b_* \leq_{j(J)} b \text{”}.$$

Proof. Let $b_* \in j(J)$ be such that $\mathfrak{A}_2 \models \text{“} b_* \text{ is the } <_{j(J)} \text{ –least upper bound of } s(\alpha), \alpha < \theta_1 \text{”}.$

Note that such a $b_*$ exists as $\mathfrak{A}_2 \models \text{“} j(J) \text{ is a complete dense linear order” and } s \in \mathfrak{A}_2.$ It is easily seen that for $b \in A_2$ and $\alpha < \theta_1$ we have $\mathfrak{A}_2 \models \text{“} f_\alpha/D <_{j(J)} b_* \leq_{j(J)} b \text{”}.$ □

Let $A_2 = \{g_\beta/D : \beta < \theta_2\}$. As $\theta_2 \leq \lambda,$ and for $\beta < \theta_2, g_\beta/D \in j(J_*),$ so we can apply Claim 2.6 to find some $b_* \in j(J)$ such that for all $\alpha < \theta_1, \beta < \theta_2, \mathfrak{A}_2 \models \text{“} f_\alpha/D <_{j(J)} b_* \leq_{j(J)} g_\beta/D \text{”}.$ Let $h \in J^*$ be such that $b_* = h/D.$ Then

---

3In fact it is easily seen that $\kappa_* = \theta_1.$
\( \alpha < \theta_1, \beta < \theta_2 \Rightarrow \mathfrak{A}_2 \models \alpha f_\alpha/D <_{j(J)} h/D \leq_{j(J)} g_{\beta+1}/D <_{j(J)} g_\beta/D. \)

It follows that the cut \( \langle \bar{f}, \bar{g} \rangle \) is filled in \( J^\kappa/D \), which is in contradiction with Lemma 2.1(a). The theorem follows. \( \Box \)

The next theorem is implicit in [10] Theorem 11.3. We give a proof for completeness.

**Theorem 2.8.** Suppose \( D \) is an ultrafilter on \( \kappa \) and \( \theta > \kappa \) is weakly compact. Then \( (\theta, \theta) \not\in \mathcal{E}(D) \).

**Proof.** Suppose not. Let \( J \) be a \( \theta^+ \)-saturated dense linear order and suppose \( \langle \langle f_\alpha/D : \alpha < \theta \rangle, \langle g_\alpha/D : \alpha < \theta \rangle \rangle \) witnesses \( (\theta, \theta) \in \mathcal{E}(D) \). For \( \alpha < \beta < \theta \) we have

\[
A_{\alpha, \beta} = \{ i < \kappa : f_\alpha(i) <_J f_\beta(i) <_J g_\beta(i) <_J g_\alpha(i) \} \in D.
\]

Define \( d : [\theta]^2 \rightarrow D \) by \( d(\alpha, \beta) = A_{\alpha, \beta} \). Since \( 2^\kappa < \theta \) and \( \theta \) is weakly compact, we can find \( X \in [\theta]^\theta \) and \( A_\ast \in D \) such that for all \( \alpha < \beta \) in \( X \), \( A_{\alpha, \beta} = A_\ast \). For \( i \in A_\ast \) consider the type

\[
\Gamma_i = \{ f_\alpha(i) <_J x <_J g_\alpha(i) : \alpha \in X \}.
\]

**Claim 2.9.** \( \Gamma_i \) is finitely satisfiable in \( J \).

**Proof.** Let \( \alpha_0 < \ldots < \alpha_n \) be in \( X \). Then

\[
f_{\alpha_0}(i) <_J \ldots <_J f_{\alpha_n}(i) <_J g_{\alpha_n}(i) <_J \ldots <_J g_{\alpha_0}(i).
\]

So it suffices to pick some element in \( (f_{\alpha_n}(i), g_{\alpha_n}(i))_J \), which is possible as \( J \) is dense. \( \Box \)

As \( J \) is \( \theta^+ \)-saturated, there is \( h(i) \in J \) realizing \( \Gamma_i \). So \( h(i) \) is defined in this way for every \( i \in A_\ast \). Let \( h : A_\ast \rightarrow J \) be the resulting function. Extend \( h \) to a function in \( J^\kappa \). Then

\[
\forall i \in A_\ast, \forall \alpha \in X, f_\alpha(i) <_J h(i) <_J g_\alpha(i) \Rightarrow \forall \alpha \in X, f_\alpha <_D h <_D g_\alpha.
\]

Since \( X \) is unbounded in \( \theta \), we have \( \forall \alpha < \theta, f_\alpha <_D h <_D g_\alpha \), and we get a contradiction. \( \Box \)

We may note that the use of the partition relation \( \theta \rightarrow (\theta)^2 \) in the above proof is optimal in the following sense: If \( \theta \) is strongly inaccessible but not weakly compact, then \( \theta \rightarrow (\theta, \alpha)^2 \) for every \( \alpha < \theta \), yet, this is not enough for excluding the pair \( (\theta, \theta) \), as proved in 3.4.(b).

The next theorem generalizes the above result.
Theorem 2.10. Suppose that $D$ is an ultrafilter on $\kappa$, $\kappa < \mu \leq \lambda, \theta$, where $\mu$ is a supercompact cardinal and $\lambda, \theta$ are regular. Then $(\lambda, \theta) \notin \mathcal{C}(D)$.

Proof. Suppose not. Let $J$ be a $(\lambda + \theta)^+$-saturated dense linear order, $J \subseteq \text{Ord}$, and let $\langle \langle f_\alpha/D : \alpha < \lambda, \langle g_\gamma/D : \gamma < \theta \rangle \rangle$ witness a pre-cut in $J^\kappa/D$, which is a pre-cut in $J^\kappa_*/D$, for each linear order $J_* \supseteq J$.

Let $\bar{f}/D = \langle f_\alpha/D : \alpha < \lambda \rangle$ and $\bar{g}/D = \langle g_\gamma/D : \gamma < \theta \rangle$. Let $\eta = (\lambda + \theta), U$ be a normal measure on $P_\mu(\eta)$ and let $j: V \rightarrow M \simeq \text{Ult}(V, U)$ be the corresponding elementary embedding. So we have $\text{crit}(j) = \eta$ and $M^{\eta} \subseteq M$. It follows that $j(\kappa) = \kappa$ and $j(D) = D$.

Note that $j[J]$ is also a $(\lambda + \theta)^+$-saturated dense linear order and for $f \in J^\kappa, j(f) = j[f] \in j[J]^\kappa$, as $|f| = \kappa < \eta = \text{crit}(j)$. It follows that:

"$\langle \langle j(f_\alpha/D : \alpha < \lambda), (j(g_\gamma)/D : \gamma < \theta) \rangle \rangle$ witnesses a pre-cut in $j[J]^\kappa/D$",

(*)$_1$ $j[J]^\kappa/D$, which is also a pre-cut in $J^\kappa_*/D$, for each linear order $J_* \supseteq j[J].$

Also, as $j$ is an elementary embedding, the following hold in $M$:

"$j(J)$ is a $j((\lambda + \theta)^+)$-saturated dense linear order, $j(J) \supseteq j[J]$, $j(j(J)^\kappa/D)^\kappa$, $j(J)^\kappa/D$",

(*)$_2$ $\langle \langle j(\bar{f})_\alpha/D : \alpha < j(\lambda), (j(\bar{g}))/\gamma : \gamma < j(\theta) \rangle \rangle$ witnesses a pre-cut in $j(J)^\kappa/D$.

On the other hand $M^{\eta} \subseteq M$, so the sequences $\langle j(f_\alpha)/D : \alpha < \lambda \rangle$ and $\langle j(g_\gamma)/D : \gamma < \theta \rangle$ are in $M$, and by (*)$_1$, the following holds in $M$:

(*)$_3$ "$\langle \langle j(f_\alpha)/D : \alpha < \lambda, (j(g_\gamma))/\gamma : \gamma < j(\theta) \rangle \rangle$ witnesses a pre-cut in $j(J)^\kappa/D$.

We now derive a contradiction from (*)$_2$ and (*)$_3$.

Assume that $\theta \geq \lambda$. Note that $\text{sup}\{j(\gamma) : \gamma < \theta\} < j(\theta)$, so pick $\delta$ such that $\text{sup}\{j(\gamma) : \gamma < \theta\} < \delta < j(\theta)$. Consider $j(\bar{f})_\delta \in j(J)^\kappa$. Then by (*)$_2$, for all $\alpha < \lambda$ and $\gamma < \theta$

$$j(f_\alpha) = j(\bar{f})_{j(\alpha)} < D j(\bar{f})_\delta < D j(\bar{g})_{j(\gamma)} = j(g_\gamma).$$

This contradicts (*)$_3$. The theorem follows. $\Box$

In fact we can weaken the above assumptions, as shown in the next theorem. We have given the above proof, as it appears in later sections of the paper, where the methods of the proof of Theorem 2.11 are not applicable (see Theorem 5.10 and Claim 5.23).
Theorem 2.11. Suppose that $D$ is an ultrafilter on $\kappa$, $\kappa < \mu \leq \lambda, \theta$, where $\mu$ is a strongly compact cardinal and $\lambda, \theta$ are regular. Then $(\lambda, \theta) \notin \mathcal{C}(D)$.

Proof. Suppose not. Let $J$ be a $(\lambda + \theta)^+\text{-}saturated$ dense linear order, and let $\langle \langle f_\alpha / D : \alpha < \lambda \rangle \rangle, \langle g_\gamma / D : \gamma < \theta \rangle \rangle$ witness $(\lambda, \theta) \in \mathcal{C}(D)$. For $\alpha_1 < \alpha_2 < \lambda$ and $\gamma_1 < \gamma_2 < \theta$ set

$$A_{\alpha_1, \alpha_2; \gamma_1, \gamma_2} = \{ i < \kappa : f_{\alpha_1}(i) <_J f_{\alpha_2}(i) <_J g_{\gamma_2}(i) <_J g_{\gamma_1}(i) \} \in D.$$ 

Let $E$ be a $\mu$-complete uniform fine ultrafilter on $\lambda \times \theta$ such that $(\alpha, \gamma) \in \lambda \times \theta \Rightarrow \{(\bar{\alpha}, \bar{\gamma}) \in \lambda \times \theta : \alpha < \bar{\alpha}, \gamma < \bar{\gamma}\} \in E$.

We can find such ultrafilter $E$, as the cardinals $\lambda, \theta$ are regular $\geq \mu$ and $\mu$ is a strongly compact cardinal. As $E$ is $\mu$-complete and $|D| = 2^\kappa < \mu$, for each $(\alpha, \gamma) \in \lambda \times \theta$, there exists a unique set $A_{\alpha, \gamma} \in D$ such that

$$X_{\alpha, \gamma} = \{(\bar{\alpha}, \bar{\gamma}) \in \lambda \times \theta : \alpha < \bar{\alpha}, \gamma < \bar{\gamma}, A_{\alpha, \bar{\alpha}, \gamma, \bar{\gamma}} = A_{\alpha, \gamma}\} \in E.$$ 

For $i < \kappa$ consider the type

$$\Gamma_i = \{ f_\alpha(i) <_J x <_J g_\gamma(i) : \alpha < \lambda \text{ and } \gamma < \theta \text{ are such that } i \in A_{\alpha, \gamma} \}.$$ 

Claim 2.12. $\Gamma_i$ is finitely satisfiable in $J$.

Proof. Suppose $\alpha_1, \ldots, \alpha_n < \lambda, \gamma_1, \ldots, \gamma_n < \theta$ and $i \in A_{\alpha_1; \gamma_1} \cap \ldots \cap A_{\alpha_n; \gamma_n}$. Choose $\alpha > \alpha_1, \ldots, \alpha_n$ and $\gamma > \gamma_1, \ldots, \gamma_n$ such that for all $1 \leq l \leq n, A_{\alpha, \alpha_1; \gamma_1} = A_{\alpha, \gamma}$. Then

$$f_{\alpha_1}(i) <_J f_\alpha(i) <_J g_\gamma(i) <_J g_\gamma(i).$$

So it suffices to take some $x \in (f_\alpha(i), g_\gamma(i))_J$. $\square$

It follows that $\Gamma_i$ is realized by some $h(i)$. As usual, extend $h$ to a function on $\kappa$. Then

$$\forall i < \kappa, \forall (\alpha, \gamma) \in \lambda \times \theta (i \in A_{\alpha, \gamma} \Rightarrow f_\alpha(i) <_J h(i) <_J g_\gamma(i)).$$

Thus for $\alpha < \lambda, \gamma < \theta$,

$$f_\alpha <_D h <_D g_\gamma,$$

and we get a contradiction. $\square$
Definition 2.13. ([1]) \[
\begin{pmatrix}
\kappa \\
\lambda
\end{pmatrix}
\to
\begin{pmatrix}
\mu \\
\nu
\end{pmatrix}_1^{1,1}
\]
means: if \( d : \kappa \times \lambda \to \rho \), then for some \( A \subseteq \kappa \) of order type \( \mu \) and some \( B \subseteq \lambda \) of order type \( \nu \), \( d \upharpoonright A \times B \) is constant.

Theorem 2.14. Suppose \[
\begin{pmatrix}
\lambda \\
\theta
\end{pmatrix}
\to
\begin{pmatrix}
\lambda \\
\theta
\end{pmatrix}_1^{1,1},
\]
and \( D \) is an ultrafilter on \( \kappa \). Then \( (\lambda, \theta) \notin \mathcal{C}(D) \).

Proof. Suppose not. Let \( J \) be some \( (\lambda + \theta)^+ \)−saturated dense linear order and let \( \langle \langle f_\alpha/D : \alpha < \lambda \rangle, \langle g_\beta/D : \beta < \theta \rangle \rangle \) witness \( (\lambda, \theta) \in \mathcal{C}(D) \), where \( f_\alpha, g_\beta \in J^\kappa \). For \( \alpha < \lambda, \beta < \theta \) set \( A_{\alpha, \beta} = \{ i < \kappa : f_\alpha(i) <_J g_\beta(i) \} \in D \).

Define \( d : \lambda \times \theta \to D \) by \( d(\alpha, \beta) = A_{\alpha, \beta} \). By our assumption, there are \( A \in [\lambda]^\lambda, B \in [\theta]^\theta \) and \( A_\ast \in D \) such that for all \( \alpha \in A, \beta \in B, A_{\alpha, \beta} = A_\ast \). For \( i \in A_\ast \) set \( \Gamma_i = \{ f_\alpha(i) <_J x <_J g_\beta(i) : \alpha \in A, \beta \in B \} \).

\( \Gamma_i \) is easily seen to be finitely satisfiable, and hence it is realized by some \( h(i) \). Extend \( h \) to a function in \( J^\kappa \).

Claim 2.15. For all \( \alpha < \lambda, \beta < \theta, f_\alpha <_D h <_D g_\beta \).

Proof. Let \( \alpha < \lambda, \beta < \theta \). Choose \( \alpha_\ast \in A, \beta_\ast \in B \) such that \( \alpha < \alpha_\ast, \beta < \beta_\ast \). Then \( \{ i < \kappa : f_{\alpha_\ast}(i) <_J h(i) <_J g_{\beta_\ast}(i) \} = A_\ast \in D \), so \( f_\alpha <_D f_{\alpha_\ast} <_D h <_D g_{\beta_\ast} <_D g_\beta \).

We get a contradiction, and the theorem follows.

Theorem 2.16. Suppose that \( D \) is an ultrafilter on \( \kappa \) and \( \theta, \lambda \) are regular cardinals such that \( \theta^\kappa < \lambda \). Then \( (\lambda, \theta) \notin \mathcal{C}(D) \).

Proof. Suppose not. Let \( J_\ast \) be a \( \lambda^+ \)−saturated dense linear order and suppose that \( (C_1, C_2) \) is a cut of \( J_\ast^\kappa/D \) with cofinality \( (\lambda, \theta) \). Also let \( J \) be the completion of \( J_\ast \). Let \( \langle \langle f_\alpha/D : \alpha < \lambda \rangle, \langle g_\gamma/D : \gamma < \theta \rangle \rangle \) witness \( cf(C_1, C_2) = (\lambda, \theta) \), where \( f_\alpha, g_\gamma \in J_\ast^\kappa, \alpha < \lambda, \gamma < \theta \). By \( \lambda^+ \)−saturation of \( J_\ast \) and the remarks after Definition 1.1, we can find \( s_\ast \in J \) such that for all \( \alpha < \lambda, \gamma < \theta \) and \( i < \kappa \),
Let $I = \{ g_\gamma(i) : \gamma < \theta, i < \kappa \} \cup \{ s_{-\infty}, s_{+\infty} \}$. Then $|I|^c = (\theta + \kappa)^c = \theta^c < \lambda$ and $g_\gamma \in I^c$ for all $\gamma < \theta$.

**Claim 2.17.** There is $\beta_* < \lambda$ such that for all $g \in I^c$ and $\beta \in [\beta_*, \lambda)$:

- $g < D f_\beta \iff g < D f_{\beta_*}$,
- $f_{\beta} < D g \iff f_{\beta_*} < D g$.

**Proof.** Suppose not. So we can find an increasing sequence $\langle \beta_\xi : \xi < \lambda \rangle$ of ordinals $< \lambda$ and a sequence $\langle g_\xi : \xi < \lambda \rangle$ of elements of $I^c$ such that for all $\xi < \lambda, f_{\beta_\xi} \leq D g_\xi < D f_{\beta_{\xi+1}}$.

It follows that for $\xi < \zeta < \lambda, g_\xi \neq g_\zeta$, hence $|I|^c \geq \lambda$, a contradiction. \(\square\)

Fix $\beta_*$ as above. We define a function $g_* \in J^c$ as follows: Let $i < \kappa$. Consider the set

$I_i = \{ t \in I : f_{\beta_*}(i) \leq J_* t \}$.

We have $s_{+\infty} \in I_i$ and $I_i$ is bounded from below, so as $J$ is complete,

$g_*(i) =$ the $< _J$–greatest lower bound of $I_i$

is well-defined, so $g_* \in J^c$. It is clear that for all $i < \kappa, f_{\beta_*}(i) \leq J_* g_*(i)$ so

\begin{equation}
(*) \quad f_{\beta_*} \leq D g_*.
\end{equation}

We show that for all $\alpha < \lambda, \gamma < \theta, f_\alpha \leq D g_* \leq D g_\gamma$, which will give us the desired contradiction.

**Claim 2.18.** For all $\alpha < \lambda, f_\alpha \leq D g_*$.\(\quad \square\)

**Proof.** Since $\langle f_\alpha / D : \alpha < \lambda \rangle$ is increasing, we may suppose that $\alpha \in [\beta_*, \lambda)$. Suppose on the contrary that $g_* < D f_\alpha$. So

$u = \{ i < \kappa : g_*(i) < J f_\alpha(i) \} \in D$.

For $i \in u, g_*(i) < J f_\alpha(i)$, so by our definition of $g_*(i)$, we can find $g(i) \in [g_*(i), f_\alpha(i)) \cap I$. For $i \in \kappa \setminus u$ set $g(i) = s_{+\infty}$. Then $g \in I^c$ and $g_* \leq D g < D f_\alpha$. By $(*)$, $f_{\beta_*} \leq D g < D f_\alpha$ which is in contradiction with Claim 2.17. \(\square\)

**Claim 2.19.** For all $\gamma < \theta, g_* \leq D g_\gamma$.\(\quad \square\)
Proof. Fix any ordinal $\gamma < \theta$. Since $f_\beta < D g_\gamma$, we have
\[ u = \{ i < \kappa : f_\beta(i) < J g_\gamma(i) \} \in D. \]
Hence for $i \in u, g_\gamma(i) \in I_i$ and it follows that $g_\gamma(i) \leq J g_\gamma(i)$. So $g_\gamma \leq D g_\gamma$. $\Box$

Since $g_\gamma \neq D f_\alpha$ for every $\alpha < \lambda$ (as $\langle f_\alpha / D : \alpha < \lambda \rangle$ is increasing) and $g_\gamma \neq D g_\gamma$ for every $\gamma < \theta$ (by a similar argument), we have $\forall \alpha < \lambda \forall \gamma < \theta, f_\alpha \leq D g_\gamma \leq D g_\gamma$, and we get a contradiction. The theorem follows. $\Box$

Recall that the singular cardinals hypothesis (SCH) says that if $2^{cf}(\kappa) < \kappa$, then $\kappa^{cf}(\kappa) = \kappa^+$. It follows from SCH that if $\theta < \lambda$ are regular cardinals and $\lambda > 2^\kappa$, then $\theta^\kappa < \lambda$ (see [6], Theorem 5.22). The following corollary follows from Theorem 2.16.

**Corollary 2.20.** (a) (GCH) Suppose that $D$ is an ultrafilter on $\kappa$ and $\theta \leq \lambda$ are regular cardinals such that $\lambda > \kappa^+$. If $(\lambda, \theta) \in \mathcal{C}(D)$, then $\lambda = \theta$.

(b) (SCH) Suppose that $D$ is an ultrafilter on $\kappa$ and $\theta \leq \lambda$ are regular cardinals such that $\lambda > 2^\kappa$. If $(\lambda, \theta) \in \mathcal{C}(D)$, then $\lambda = \theta$.

The next corollary follows from Theorems 2.11 and 2.16:

**Corollary 2.21.** Suppose that $D$ is an ultrafilter on $\kappa$, $\mu > \kappa$ is strongly compact and $(\theta, \sigma) \in \mathcal{C}(D)$. Then $\theta, \sigma < \mu$, in particular $\mathcal{C}(D)$ is a set.

**Theorem 2.22.** Suppose $D$ is an ultrafilter on $\kappa$, $\kappa < \lambda = cf(\lambda)$, and suppose that $(\ast)^{\theta, \bar{n}}_{\lambda, \beta}$ holds for $\theta = 2^\kappa, \bar{n} \leq \aleph_0, \bar{n} \leq \omega$, where:

If $c : [\lambda]^2 \rightarrow \theta$, then there are $u \subseteq \theta, |u| < 1 + \bar{n}$ and $S \in [\lambda]^\lambda$ such that

\[ (\ast)^{\theta, \bar{n}}_{\lambda, \beta} : \text{ if } \alpha < \beta \text{ are in } S, \text{ then for some } n < 1 + \bar{n} \text{ and } \gamma_0 < \gamma_1 < \ldots < \gamma_n \text{ we have } \gamma_0 = \alpha, \gamma_n = \beta \text{ and for } l < n, c\{\gamma_l, \gamma_{l+1}\} \in u. \]

Then $(\lambda, \lambda) \notin \mathcal{C}(D)$.

**Remark 2.23.** ([14], Remark 2.3) If $\kappa < \mu \leq \lambda = cf(\lambda), (\forall \alpha < \lambda)(\alpha)^\kappa < \lambda$ and $\mu$ is a strongly compact cardinal, then the following holds:

If $c : [\lambda]^2 \rightarrow \kappa$, then there are $i, j < \kappa$ and $S \in [\lambda]^\lambda$ such that for all $\alpha < \beta$ in $S$, there is $\alpha < \gamma < \beta$ such that $c\{\alpha, \gamma\} = i$ and $c\{\gamma, \beta\} = j$.

Hence $(\ast)^{2,2}_{\lambda, \kappa}$ holds.
The following example shows that we can not remove the assumption \( (\forall \alpha < \lambda) |\alpha|^{\kappa} < \lambda \) from Remark 2.23.

**Example 2.24.** Suppose that:

(a) \( \lambda = cf(\lambda) > \mu > \theta = cf(\mu) \),

(b) \( \bar{\lambda} = (\lambda_i : i < \theta) \) is an increasing unbounded sequence of regular cardinals in \( (\theta, \mu) \),

(c) \( D \) is an ultrafilter on \( \theta \),

(d) \( \lambda = tcf(\prod_{i \in \theta} \lambda_i, < D) \), as witnessed \(^4\) by the scale \( \bar{f} = \langle f_\alpha : \alpha < \lambda \rangle \).

(e) \( c : [\lambda]^2 \rightarrow D \) is defined such that for \( \alpha < \beta < \lambda \), \( f_\alpha | c(\alpha, \beta) < f_\beta | c(\alpha, \beta) \).

Then for every \( U \in [\lambda]^\lambda \) and every finite \( u \subseteq D \) there are some \( \alpha < \beta \) in \( U \) such that for no \( \alpha = \gamma_0 < \gamma_1 < ... < \gamma_n = \beta \) do we have \( l < n \Rightarrow c(\gamma_l, \gamma_{l+1}) \in u \).

To see this, suppose that the claim fails. Pick \( \xi \in \bigcap \{ A : A \in u \} \). Then for all \( \alpha < \beta \) in \( U \), we can find \( \alpha = \gamma_0 < \gamma_1 < ... < \gamma_n = \beta \) such that \( l < n \Rightarrow c(\gamma_l, \gamma_{l+1}) \in u \). But then \( \xi \in \bigcap \{ c(\gamma_l, \gamma_{l+1}) : l < n \} \), and hence

\[
 f_\alpha(\xi) = f_{\gamma_0}(\xi) < f_{\gamma_1}(\xi) < ... < f_{\gamma_{n-1}}(\xi) < f_{\gamma_n}(\xi) = f_\beta(\xi).
\]

Thus the sequence \( \langle f_\alpha(\xi) : \xi \in U \rangle \) is a strictly increasing sequence of ordinals in \( \lambda_\xi \). But \( \lambda_\xi < \lambda = |U| \), and we get a contradiction.

**Proof.** (of Theorem 2.22). Suppose not. Let \( J \) be a \( \lambda^+ \)-saturated dense linear order, and let \( \langle (f_\alpha/D : \alpha < \lambda), (g_\alpha/D : \alpha < \lambda) \rangle \) witness \( (\lambda, \lambda) \in \mathcal{G}(D) \). For \( \alpha < \gamma < \lambda \) set

\[
 A_{\alpha, \gamma} = \{ i < \kappa : f_\alpha(i) < _J f_\gamma(i) < _J g_\gamma(i) < _J g_\alpha(i) \} \in D.
\]

Define \( c : [\lambda]^2 \rightarrow D \) by

\[
 c(\alpha, \gamma) = A_{\alpha, \gamma}.
\]

By \((*)^{\#}_{\lambda,2}\) we can find a finite set \( u \subseteq D \) and a set \( S \in [\lambda]^\lambda \) such that if \( \alpha < \beta \) are in \( S \), then for some \( n < 1 + \bar{n} \) and \( \alpha = \gamma_0 < ... < \gamma_n = \beta \), we have \( l < n \Rightarrow A_{\gamma_l, \gamma_{l+1}} \in u \). Since \( u \) is finite, \( A = \bigcap u \) belongs to \( D \). It follows immediately that for \( \alpha < \beta \) in \( S \) and \( i \in A \), we have

\[
 (\ast) \quad f_\alpha(i) < _J f_\beta(i) < _J g_\beta(i) < _J g_\alpha(i).
\]

\(^4\)By [13], if \( \lambda = \mu^+ \), then there exist a sequence \( \bar{\lambda} \) as in (b) and an ultrafilter \( D \) on \( \theta \), such that \( D \) contains all co-bounded subsets of \( \theta \) and \( \lambda = tcf(\prod_{i < \theta} \lambda_i, < D) \).
For \( i \in A \) set
\[
\Gamma_i = \{ f_\alpha(i) <_J x <_J g_\alpha(i) : \alpha \in S \}.
\]
By(\( \ast \)), \( \Gamma_i \) is finitely satisfiable, so it is realized by some \( h(i) \in J \). Then \( h \in J^\kappa \), and for all \( \alpha < \lambda, f_\alpha <_D h <_D g_\alpha \), and we get a contradiction. \( \square \)

3. ON \( \mathcal{C}(D) \) BEING LARGE

In this section we show that under some extra set theoretic assumptions, \( \mathcal{C}(D) \) can be large. In particular, we show that if \( V = L \), then \( \mathcal{C}(D) \) can be a proper class. The following is proved in \([10]\):

**Theorem 3.1.** ([10] Claim 10.1) Suppose \( \kappa \) is a measurable cardinal, and \( D \) is a normal measure on \( \kappa \). Then \( (\kappa^+, \kappa^+) \in \mathcal{C}(D) \).

We can use the method of the proof of Theorem 2.3, to remove the normality assumption from the above theorem. More precisely we have the following:

**Theorem 3.2.** Suppose \( \kappa \) is a measurable cardinal, and \( D \) is a uniform \( \kappa \)–complete ultrafilter on \( \kappa \). Then \( (\kappa^+, \kappa^+) \in \mathcal{C}(D) \).

We now state and prove the main result of this section.

**Theorem 3.3.** Suppose that:

(a) \( D \) is a uniform ultrafilter on \( \kappa \),

(b) We have \( 2^\kappa < \lambda = cf(\lambda) \),

(c) The sequence \( \bar{C} = \{ C_\alpha : \alpha < \lambda \} \) satisfies

(\( \alpha \)) \( C_\alpha \subseteq \alpha \),

(\( \beta \)) \( \text{lim}(\alpha) \Rightarrow sup(C_\alpha) = \alpha \),

(\( \gamma \)) \( \beta \in C_\alpha \Rightarrow C_\beta = C_\alpha \cap \beta \),

(\( \delta \)) If \( \alpha \) is a successor ordinal, then either \( C_\alpha \) is empty, or has a last element.

(d) \( S = \{ \delta < \lambda : otp(C_\delta) = \kappa, \delta \notin \bigcup_{\alpha < \lambda} C_\alpha \} \) is a stationary subset \(^5\) of \( \lambda \),

(e) There exists a sequence \( \langle (a_\delta, \xi_\delta) : \delta \in S \rangle \) such that:

\(^5\)Note that \( S \) is necessarily non-reflecting.
Proof. Let $J$ be a $\lambda^+$—saturated dense linear order. We shall choose the functions $f_\alpha, g_\alpha \in J^\kappa, \alpha < \lambda$ such that $\langle\langle f_\alpha / D : \alpha < \lambda, \langle g_\alpha / D : \alpha < \lambda\rangle\rangle$ witnesses a cut of $J^\kappa / D$ of cofinality $(\lambda, \lambda)$. More specifically we shall choose the functions $f_\alpha, g_\alpha$ such that:

(a) we have $a_\delta \subseteq nacc(C_\delta),$

(b) $\alpha = \kappa,$

(c) $\delta < 2^\kappa,$

(d) For every $h : \lambda \to 2^\kappa$, there is some $\delta \in S$ such that $h \upharpoonright a_\delta$ is constantly $\xi_\delta$.

Then $(\lambda, \lambda) \in \mathcal{E}(D)$.

Case 1. $\alpha = 0$: Let $f_0, g_0 \in J^\kappa$ be such that for all $i < \kappa, f_0(i) <_J g_0(i)$.

Case 2. $\alpha = \gamma + 1$ is a successor ordinal: By our assumption $\langle\langle f_\xi : \xi \leq \gamma, \langle g_\xi : \xi \leq \gamma\rangle\rangle$ is defined. We define $f_\alpha, g_\alpha.$

- **Subcase 2.1.** $C_\alpha = \emptyset$: Then as $J$ is $\lambda^+$—saturated dense linear order, we can choose $f_\alpha, g_\alpha \in J^\kappa$ such that:

  (a) for all $i < \kappa, f_\gamma(i) <_J f_\alpha(i) <_J g_\alpha(i) <_J g_\gamma(i).$

  It is easily seen that (a) – (c) are satisfied, and (d) is vacuous.

- **Subcase 2.2.** $C_\alpha$ has a last element $\delta$: Then we take $f_\alpha, g_\alpha \in J^\kappa$ as above with the additional property:

  (b) for all $i < \kappa, f_\delta(i) <_J f_\alpha(i) <_J g_\alpha(i) <_J g_\delta(i).$

  Again it is easily seen that (a) – (c) are satisfied, and (d) is vacuous.

Case 3. $\alpha$ is a limit ordinal $\alpha \notin S$: We take $f_\alpha, g_\alpha \in J^\kappa$ such that:

(a) $\forall i < \kappa, f_\alpha(i) <_J g_\alpha(i),$

(b) for $\beta < \alpha, f_\beta <_D f_\alpha <_D g_\alpha <_D g_\beta,$

(c) if $\beta \in C_\alpha$, then $\forall i < \kappa, f_\beta(i) <_J f_\alpha(i) <_J g_\alpha(i) <_J g_\beta(i).$
For $i < \kappa$, consider the type

$$\Gamma_i = \{ f_\beta(i) <_J x <_J y <_J g_\beta(i) : \beta \in C_\alpha \}. $$

By clause (c) and using the induction hypothesis, $\Gamma_i$ is finitely satisfiable, so it is realized by some $f_\alpha(i) <_J g_\alpha(i)$. Clearly (a) – (c) are satisfied and there is nothing to do with (d).

**Case 4.** $\delta \in S$: Then we define $f_\delta, g_\delta$ as in (d), so (d) holds. We must show that (a) – (c) are also satisfied. Since (c) is vacuous in this case, it suffices to consider (a) and (b). For (a), we have for any $i < \kappa$,

$$f_\delta(i) = f_{\alpha_\delta,i}(i) <_J f_{\alpha_\delta,i+1}(i) = g_\delta(i),$$

by (c), and the fact that $\alpha_{\delta,i} < \alpha_{\delta,i+1}$ are in $a_\delta \subseteq C_\delta$, so $\alpha_{\delta,i} \in C_{\alpha_{\delta,i+1}}$ and hence $\alpha_{\delta,i} \not\in S$, so (c) applies.

We check (b). So suppose that $\beta < \delta$. Since $\delta = \sup_{j < \kappa} \alpha_{\delta,j}$, we can find $j < \kappa$ such that $\beta < \alpha_{\delta,j}$. Then $f_\beta <_D f_{\alpha_{\delta,j}} <_D g_{\alpha_{\delta,j}} <_D g_\beta$ and hence

$$u = \{ i < \kappa : f_\beta(i) <_J f_{\alpha_{\delta,j}}(i) <_J g_{\alpha_{\delta,j}}(i) <_J g_\beta(i) \} \in D.$$ 

Since $D$ is uniform, $[j, \kappa) \in D$, so $u \cap [j, \kappa) \in D$. We show that

$$i \in u \cap [j, \kappa) \Rightarrow f_\delta(i) <_J f_{\delta}(i) <_J g_{\delta}(i) <_J g_\beta(i).$$ 

So let $i \in u \cap [j, \kappa)$. Then

- $f_\delta(i) = f_{\alpha_\delta,i}(i) \geq_J f_{\alpha_{\delta,j}}(i) >_J f_\beta(i)$,
- $f_\delta(i) <_J g_\delta(i)$, by (a),
- $g_\delta(i) = f_{\alpha_{\delta,i+1}}(i) <_J g_{\alpha_{\delta,i+1}}(i) <_J g_{\alpha_{\delta,j}}(i) <_J g_\beta(i)$.

This completes our construction. We show that $\langle \langle f_\alpha/D : \alpha < \lambda \rangle, \langle g_\alpha/D : \alpha < \lambda \rangle \rangle$ witnesses a cut of $J^\kappa/D$. Suppose not. So there is $f_* \in J^\kappa$ such that for all $\alpha < \lambda$, $f_\alpha <_D f_* <_D g_\alpha$.

Let $\langle A_\xi : \xi < 2^\kappa \rangle$ be an enumeration of $D$, and define $h : \lambda \rightarrow 2^\kappa$ by

$$h(\alpha) = \xi \iff A_\xi = \{ i < \kappa : f_\alpha(i) <_J f_*(i) <_J g_\alpha(i) \}.$$

By our assumption there is $\delta \in S$ such that $h \upharpoonright a_\delta$ is constantly $\xi_\delta$. This means that for all $j < \kappa, h(\alpha_{\delta,j}) = \xi_\delta$, i.e.

$$A_{\xi_\delta} = \{ i < \kappa : f_{\alpha_{\delta,j}}(i) <_J f_*(i) <_J g_{\alpha_{\delta,j}}(i) \}. $$
Then for all $i \in A_{\xi_i}$,

$$g_{\delta}(i) = f_{a_{\delta},i+1}(i) < J f_{*}(i),$$

and hence $g_{\delta} < D f_{*}$, a contradiction. It follows that $(\lambda, \lambda) \in C(D)$, and the theorem follows.

In the next lemma we produce models in which the assumptions in Theorem 3.3 are satisfied.

**Lemma 3.4.** (a) Assume GCH. Then there is a cardinal preserving generic extension of $V$ in which there are $\bar{C}, S$ and $\langle (a_{\delta}, \xi_{\delta}) : \delta \in S \rangle$ as above.

(b) If we have a square for $\lambda$, where $\lambda$ is a successor cardinal or a limit but not weakly compact cardinal, then we can manipulate to have (c)–(d). In particular the above hypotheses are valid, if $V = L$ and $\lambda > \kappa^+$ is not weakly compact.

**Proof.** (a) We force $\bar{C}, S$ and $\langle (a_{\delta}, \xi_{\delta}) : \delta \in S \rangle$ by initial segments. So let $P$ be the set of all conditions of the form

$$p = \langle \tau, \bar{c}, s, \langle (a_{\delta}, \xi_{\delta}) : \delta \in s \rangle \rangle$$

such that

1. $\tau < \lambda$,
2. $\bar{c} = \langle c_\alpha : \alpha < \tau \rangle$, where
   - (a) $c_\alpha \subseteq \alpha$,
   - (b) $lim(\alpha) \Rightarrow sup(c_\alpha) = \alpha$ and $otp(c_\alpha) = cf(\alpha)$,
   - (c) $\beta \in c_\alpha \Rightarrow c_\beta = c_\alpha \cap \beta$,
   - (d) If $\alpha$ is a successor ordinal, then either $c_\alpha$ is empty, or has a last element.
3. $s = \{ \delta < \tau : otp(c_\delta) = \kappa, \delta \notin \bigcup_{\alpha < \tau} c_\alpha \}$.
4. The sequence $\langle (a_{\delta}, \xi_{\delta}) : \delta \in s \rangle$ satisfies:
   - (a) $a_{\delta} \subseteq nacc(c_\delta)$,
   - (b) $otp(a_{\delta}) = \kappa$,
   - (c) $\xi_{\delta} < 2^{\kappa}$.

Given $p \in P$, we denote it by $p = \langle \tau^p, \bar{c}^p, s^p, \langle (a^p_{\delta}, \xi^p_{\delta}) : \delta \in s^p \rangle \rangle$. For $p, q \in P$, the order relation $p \leq q$ is defined in the natural way, i.e., we require
(1) \( \tau^p \geq \tau^q \),
(2) \( c^q = c^p \restriction \tau^q \),
(3) \( s^q = s^p \cap \tau^q \),
(4) \( \langle (a^q_{\delta}, \xi^q_{\delta}) : \delta \in s^q \rangle = \langle (a^p_{\delta}, \xi^p_{\delta}) : \delta \in s^q \rangle \).

The forcing notion \( P \) is easily seen to be \( \lambda \)-distributive and \( \lambda^+ \)-c.c., hence it preserves all cardinals and cofinalities. Let \( G \) be \( P \)-generic over \( V \), and define \( \bar{C} = \langle C_\alpha : \alpha < \lambda \rangle \), \( S \) and \( \langle (a_\delta, \xi_{\delta}) : \delta \in S \rangle \) by

\[
C_\alpha = c^p_\alpha, \text{ for some (and hence all) } p \in G \text{ with } \tau^p > \alpha, \\
S = \bigcup_{p \in G} s^p, \\
(a_\delta, \xi_{\delta}) = (a^p_\delta, \xi^p_{\delta}), \text{ for some (and hence all) } p \in G \text{ with } \tau^p > \alpha,
\]

We show that \( \bar{C} = \langle C_\alpha : \alpha < \lambda \rangle \), \( S \) and \( \langle (a_\delta, \xi_{\delta}) : \delta \in S \rangle \) are as required. It suffices to show that \( S \) is stationary and that if \( h : \lambda \to 2^\kappa \), then there is some \( \delta \in S \) such that \( h \restriction a_\delta \) is constantly \( \xi_{\delta} \).

\( S \) is a stationary subset of \( \lambda \): Assume \( p \in P \) and \( p \Vdash \text{"\( D \) is a club subset of \( \lambda \)}\). Let \( \theta > \lambda \) be large enough regular and let \( \leq \) be a well-ordering of \( H(\theta) \). Assume \( M < \langle H(\theta), \in, \leq \rangle \) is such that \( M \) contains all relevant information, in particular \( \mathbb{P}, \alpha, \xi, \ldots, \in M \), \( |M| < \lambda, ^{<\kappa}M \subseteq M \) and \( \delta = M \cap \lambda \) is an ordinal with \( \text{cf}(\delta) = \kappa \).

By recursion, we can define a decreasing sequence \( \langle p_\alpha : \alpha < \kappa \rangle \) of conditions in \( P \) such that

- \( p_0 = p \),

- For each \( \alpha < \kappa, p_\alpha \in M \),

- \( \langle \tau^{p_0} : \alpha < \kappa \rangle \) is a normal sequence cofinal in \( \delta \),

- \( p_{\alpha+1} \Vdash \langle C_\alpha \cap (\tau^{p_\alpha}, \tau^{p_{\alpha+1}}) \rangle \neq \emptyset \),

- If we define \( q \) by \( \tau^q = \delta + 2 \) so that

\[
- q \upharpoonright \delta = \bigwedge_{\alpha < \kappa} p_\alpha \text{ (the greatest lower bound of } p_\alpha \text{'s, } \alpha < \kappa \text{)}, \\
- c^q_\delta = \bigcup_{\xi < \kappa} c_{\xi}, \text{ where } c_{\xi} = c^{p_\alpha}_{\xi} \text{ for some (and hence any) } \alpha \text{ with } \xi < \tau^{p_\alpha}, \\
- c^q_{\delta+1} = \{ \delta \},
\]

then \( q \in P \).

Then \( q \Vdash \text{"\( \delta \in C_\alpha \cap S \)}\), and we are done.

\textbf{Clause (e)-(d) of Theorem 3.3 holds:} suppose \( h : \lambda \to 2^\kappa \) and let \( \bar{h} \) be a name for it.
Also let $p \in P$ forces "$h : \lambda \to 2^{\kappa}$ is a function". Define a decreasing chain $\langle p_\alpha : \alpha < \lambda \rangle$ of conditions in $P$ such that

- $p_0 = p$,
- $p_{\alpha+1} \Vdash \langle h \restriction \tau \rangle = a_\alpha$,
- For limit ordinal $\alpha$, $p_\alpha = \bigwedge_{\beta < \alpha} p_\beta$.

As $\lambda > 2^\kappa$, we can find $\alpha < \lambda, \xi < 2^{\kappa}$ and $b \subseteq a_\alpha$ of order-type $\kappa$ such that $p_{\alpha+1} \Vdash h \restriction b = id_\xi \restriction b$, where $id_\xi$ is the constant function taking value $\xi$ everywhere.

As above, we can extend $p_{\alpha+1}$ to some condition $q$ such that $\tau^q = \delta + 2$ for some $\delta \in S$ such that $(a_\delta^q, \xi_\delta^q) = (b, \xi)$ and $b \subseteq nacc(c_\delta^q)$. Then $q \Vdash \langle h \rangle \restriction a_\delta$ is constantly $\xi_\delta$, where $a_\delta \subseteq nacc(c_\delta)$ has order type $\kappa$". We are done.

(b) As $\lambda$ has a square, we can find a set $T \subseteq \lambda$ and a sequence $\bar{D} = \langle D_\alpha : \alpha \in T \rangle$ such that:

- $\lambda \setminus T$ in a non-stationary subset of $\lambda$,
- $D_\alpha$ is a club of $\alpha$,
- $\beta \in D_\alpha \Rightarrow \beta \in T$ and $D_\beta = D_\alpha \cap \beta$,
- $\text{otp}(D_\alpha) < \alpha$.

We assume $T$ contains only limit ordinals and for $\alpha \notin T$ we set $D_\alpha = \emptyset$. As $\lambda \setminus T$ is non-stationary, we can find a club $D \subseteq T$. We now use the sequence $\bar{D}$ to define a new sequence $\bar{C} = \langle C_\alpha : \alpha < \lambda \rangle$ such that $\bar{C}$ satisfies clause (c) of Theorem 3.3 and further

$$\delta \in D \& \text{cf}(\delta) = \kappa \Rightarrow \delta \notin \bigcup_{\alpha < \lambda} C_\alpha.$$ 

It is clear that $S = \{ \delta < \lambda : \text{otp}(C_\delta) = \kappa, \delta \notin \bigcup_{\alpha < \lambda} C_\alpha \} \supseteq D \cap \text{cf}(\kappa)$, hence it is stationary. The second part follows from results of Jensen. We are done.

\[\square\]

**Corollary 3.5.** ($V = L$) Suppose $D$ is a uniform ultrafilter on some cardinal $\kappa$. Then $\mathcal{C}(D)$ is a proper class.

**Proof.** Assume $V = L$. Let $\lambda > 2^\kappa$ be a successor cardinal. By Lemma 3.4(b), we can find a sequence $\bar{C} = \langle C_\alpha : \alpha < \lambda \rangle$ which satisfies clause (c) of Theorem 3.3 and such that the set $S = \{ \delta < \lambda : \text{otp}(C_\delta) = \kappa, \delta \notin \bigcup_{\alpha < \lambda} C_\alpha \}$ is stationary in $\lambda$. Also we can apply $\diamond_S$ to find a
sequence $\langle (a_\delta, \xi_\delta) : \delta \in S \rangle$ satisfying clause (e) of Theorem 3.3. It follows from Theorem 3.3 that $(\lambda, \lambda) \in \mathcal{C}(D)$. Thus

$\mathcal{C}(D) \supseteq \{ (\lambda, \lambda) : \lambda > 2^\kappa \text{ is a successor cardinal } \}$,

and hence $\mathcal{C}(D)$ is a proper class.

\[ \square \]

4. More on $\mathcal{C}(D)$ being small: consistency results

**Lemma 4.1.** Suppose that:

(a) $\sigma, \kappa, \mu, \lambda$ and $\tau$ are such that:

(a) $\sigma < \kappa = cf(\kappa) \leq \mu < \lambda = cf(\lambda)$ are infinite cardinals,

(b) $\tau : \lambda \times \lambda \rightarrow \sigma$,

(\gamma) $\alpha < \lambda \Rightarrow |\alpha|^{<\kappa} < \lambda$,

(b) We have $U, \tau_1, \bar{\alpha}$ such that:

(\alpha) $U \subseteq S^\lambda_{\geq \kappa}$ is stationary, where $S^\lambda_{\geq \kappa} = \{ \alpha < \lambda : cf(\alpha) \geq \kappa \}$,

(\beta) $\tau_1 : U \rightarrow \sigma$,

(\gamma) $\bar{\alpha} = (\beta_{v,\xi} : v \in [U]^{<\kappa}, \xi < \mu)$ is a sequence of ordinals $\prec \lambda$,

(\delta) $\beta_{v,\xi} > sup(v)$,

(c) If $v \in [U]^{<\kappa}$, then for some $\xi < \mu$, we have $sup(v) < \xi$ and

$\alpha \in v \Rightarrow \tau(\alpha, \beta_{v,\xi}) = \tau_1(\alpha)$.

Then:

There are a club $E$ of $\lambda$ and $\tau_2 : U \cap E \rightarrow \sigma$ such that if $v \in [U]^{<\kappa}$ and $sup(v) < \delta \in U \cap E$, then for some $\beta \in (sup(v), \delta)$ we have

$\alpha \in v \Rightarrow \tau(\alpha, \beta) = \tau_1(\alpha)$ and $\tau(\beta, \delta) = \tau_2(\delta)$.

\[ \text{Proof.} \] For every $v \in [U]^{<\kappa}$ set

$J_v = \{ w \subseteq \mu : \text{there is no } i \in w \text{ such that } (\forall \alpha \in v)\tau(\alpha, \beta_{v,i}) = \tau_1(\alpha) \}$.

$J_v$ is clearly a $\kappa$–complete ideal on $\mu$ and $\mu \notin J_v$ by (b)(e) (and in fact $J_v$ has a maximal element). Let

$E = \{ \delta < \lambda : \delta \text{ is a limit ordinal, and for every bounded subset } v \text{ of } \delta \text{ of cardinality less than } \kappa, \text{ we have } \bigcup \{ \beta_{v,i} : i < \mu \} \subseteq \delta \}$. 
Clearly $E$ is a club of $\lambda$.

**Claim 4.2.** For every $\delta \in S^\lambda_{\geq \alpha} \cap E$, there is an ordinal $\xi < \sigma$ such that if $v_1 \in [U \cap \delta]^{< \kappa}$, then for some $v$ we have:

(a) $v_1 \subseteq v \in [U \cap \delta]^{< \kappa}$;
(b) $\{i : \tau(\beta_{v,i}) = \xi\} \in J^+_v$.

**Proof.** Suppose not. Then for each $\xi < \sigma$, we can find some $v_\xi \in [U \cap \delta]^{< \kappa}$ such that if $v_\xi \subseteq v \in [U \cap \delta]^{< \kappa}$, then $w_{\xi,v} = \{i : \tau(\beta_{v,i}) = \xi\} \in J_v$. Let $v = \bigcup_{\xi < \sigma} v_\xi$. Then $v \in [U \cap \delta]^{< \kappa}$ and for all $\xi < \sigma$, $w_{\xi,v} \in J_v$, so by $\kappa$-completeness of $J_v$, $w = \bigcup_{\xi < \sigma} w_{\xi,v} \in J_v$. Clearly $w = \mu$, so $\mu \in J_v$, which contradicts (b)(e). \(\square\)

For $\delta \in U \cap E$ let $\tau_2(\delta)$ be the least $\xi$ as in Claim 4.2. We show that $E$ and $\tau_2$ are as required. So let $v \in [U]^{< \kappa}$ and suppose that $\sup(v) < \delta \in E \cap U$. By Claim 4.2, there is $u$ such that $v \subseteq u \in [U \cap \delta]^{< \kappa}$ and $w = \{i : \tau(\beta_{u,i}) = \tau_2(\delta)\} \in J^+_u$. Since $w \notin J_u$, there exists $i \in w$ such that for all $\alpha \in u$, $\tau(\alpha, \beta_{u,i}) = \tau_1(\alpha)$. So it suffices to take $\beta = \beta_{u,i}$. \(\square\)

Before we continue, let us recall from Theorem 2.22 the principle $(*)_{\lambda, \sigma}^{2, 2}$, which says if $c : [\lambda]^2 \rightarrow \sigma$, then there are $u \subseteq \sigma, |u| < 3$ and $S \in [\lambda]^\lambda$ such that if $\alpha < \beta$ are in $S$, then for some $n < 3$ and $\gamma_0 < \cdots < \gamma_n$ we have $\gamma_0 = \alpha, \gamma_n = \beta$ and for $l < n, c\{\gamma_l, \gamma_{l+1}\} \in u$.

**Lemma 4.3.** Suppose that $\sigma, \kappa, \mu$ and $\lambda$ are infinite cardinals such that $\sigma < \kappa = cf(\kappa) \leq \mu < \lambda = cf(\lambda)$ and suppose that for each $\tau : \lambda \times \lambda \rightarrow \sigma$ there are $U, \tau_1$ and $\bar{\alpha}$ such that (a) and (b) of Lemma 4.1 hold. Then $(*)_{\lambda, \sigma}^{2, 2}$ holds.

**Proof.** Fix $\tau$, and let $U, \tau_1$ and $\bar{\alpha}$ witness (a) and (b) of Lemma 4.1 hold. Let $E$ and $\tau_2$ be as in the conclusion of Lemma 4.1. Since $\text{ran} (\tau_1) \subseteq \sigma < \lambda$, for some $\xi_1 < \sigma$, the set

$$S_1 = \{\alpha \in U \cap E : \tau_1(\alpha) = \xi_1\}$$

is a stationary subset $\lambda$. So again as $\text{ran}(\tau_2) \subseteq \sigma < \lambda$, for some $\xi_2 < \sigma$, the set

$$S_2 = \{\alpha \in S_1 : \tau_2(\alpha) = \xi_2\}$$

is a stationary subset of $S_1$. Thus $S_2$ is of size $\lambda$. We show that $u = \{\xi_1, \xi_2\}$ and $S_2$ witness $(*)_{\lambda, \sigma}^{2, 2}$. So suppose that $\alpha < \beta$ are in $S_2$. By (c) of Lemma 4.1 (taking $v = \{\alpha\}$ and $\delta = \beta$)
we can find some $\gamma \in (\alpha, \beta)$ such that $\tau(\alpha, \gamma) = \tau_1(\alpha) = \xi_1$ and $\tau(\gamma, \beta) = \tau_2(\beta) = \xi_2$. Thus $\tau(\alpha, \gamma), \tau(\gamma, \beta) \in u$, as required.

\[\square\]

**Theorem 4.4.** Suppose that:

1. $\rho < \kappa \leq \chi = \text{cf}(\chi)$, and $\chi = \chi^{<\kappa}$,
2. $\mu > \chi$ is a supercompact cardinal,
3. $Q = \text{Add}(\chi, \mu)$ is the Cohen forcing for adding $\mu$–many new Cohen subsets of $\chi$,
4. $\lambda = \text{cf}(\lambda) > \mu$ and $\alpha < \lambda \Rightarrow |\alpha|^{<\chi} < \lambda$.

Then the following hold in $V^Q$:

1. If $\tau : \lambda \times \lambda \rightarrow \rho$, then for some $U$, $\tau_1$ and $\bar{\alpha}$ clauses (a) and (b) of Lemma 4.1 hold,
2. $(*)^{2.2}_{\lambda, \rho}$.

**Proof.** Note that (b) follows from (a) and Lemma 4.3, so it suffices to prove (a). Let $\tau$ be a $Q$–name for $\tau$, and suppose for simplicity that $1_Q \Vdash \tau : \lambda \times \lambda \rightarrow \rho$. Let $D$ be a normal measure on $I = P_\mu(\lambda)$, and let $j : V \rightarrow M \cong \text{Ult}(V, D)$ be the corresponding ultrapower embedding so that $\mu = \text{crit}(j), j(\mu) > \lambda$ and $M^\lambda \subseteq M$. The following claim is trivial using the fact that $Q$ satisfies the $\sigma^+ - \text{c.c.}$, where $\sigma = 2^{<\chi}$.

**Claim 4.5.** For any $\alpha < \beta < \lambda$, there are $(\bar{q}_{\alpha, \beta}, \bar{c}_{\alpha, \beta})$ such that:

1. $\bar{q}_{\alpha, \beta} = \langle q_{\alpha, \beta, \xi} : \xi < \sigma \rangle$ is a maximal antichain of $Q$, and
2. $\bar{c}_{\alpha, \beta} = \langle c_{\alpha, \beta, \xi} : \xi < \sigma \rangle$, where $c_{\alpha, \beta, \xi} < \kappa$,
3. $q_{\alpha, \beta, \xi} \Vdash \tau(\alpha, \beta) = c_{\alpha, \beta, \xi}$.

For $u \in I$ set $\beta(u) = \beta_u = \text{sup}(u) < \lambda$. By Solovay [15], there exists $A \in D$ such that for all $u, v \in A$, if $\beta(u) = \beta(v)$, then $u = v$. Let $A_1 = \{u \in A : \partial_u = \text{otp}(u)\}$ is a regular cardinal such that $\alpha < \partial_u \Rightarrow |\alpha|^{<\chi} < \partial_u$ and $\delta = \text{sup}(u \cap \delta) \& \text{cf}(\delta) = \kappa^+ \Rightarrow \delta \in u\}$.

**Claim 4.6.** $A_1 \in D$.

**Proof.** By (\delta), $\lambda = \text{otp}(j[\lambda])$ is a regular cardinal, and for all $\alpha < \lambda, |\alpha|^{<\chi} < \lambda$. Now suppose that $\delta = \text{sup}(j[\lambda] \cap \delta)$ and $\text{cf}(\delta) = \kappa^+$. Then clearly $\delta = j(\alpha)$ for some $\alpha < \lambda$, and hence $\delta \in j[\lambda]$. It follows that $j[\lambda] \in j(A_1)$, and hence $A_1 \in D$. \[\square\]
For \( u \in A_1 \) set \( v_u = \{ \delta < \text{sup}(u) : \text{cf}(\delta) = \kappa^+ \text{ and } \delta = \text{sup}(u \cap \delta) \} \). Then by definition of \( A_1 \), \( v_u \) is an unbounded subset of \( u \), \( v_u \subseteq \{ \delta \in u : \text{cf}(\delta) = \kappa^+ \} \) and \( v_u \) is a stationary subset of \( \text{sup}(u) \).

**Claim 4.7.** There are \( A_2 \) and \( U \) such that:

(a) \( A_2 \in D \) and \( A_2 \subseteq A_1 \),

(b) \( U \subseteq \lambda \) and \( u \in A_2 \Rightarrow v_u = U \cap u \),

(c) \( U \subseteq \{ \delta < \lambda : \text{cf}(\delta) = \kappa^+ \} \) is a stationary subset of \( \lambda \).

**Proof.**  Set

\[
U = \{ \delta < \lambda : \text{cf}(\delta) = \kappa^+ \text{ and } \sup(j[\lambda] \cap j(\delta)) = j(\delta) \}.
\]

\( U \) is clearly a stationary subset of \( \lambda \), consisting of ordinals of cofinality \( \kappa^+ \). Let

\[
A_2 = \{ u \in A_1 : v_u = U \cap u \}.
\]

It suffices to show that \( A_2 \in D \). We have

\[
v_{j[\lambda]} = \{ \delta < \text{sup}(j[\lambda]) : \text{cf}(\delta) = \kappa^+ \text{ and } \sup(j[\lambda] \cap \delta) = \delta \}
= \{ j(\delta) : \delta < \lambda, \text{cf}(\delta) = \kappa^+ \text{ and } \sup(j[\lambda] \cap j(\delta)) = j(\delta) \}
= j[U]
= j(U) \cap j[\lambda].
\]

This implies \( j[\lambda] \in j(A_2) \), or equivalently \( A_2 \in D \), as required. \( \square \)

Fix \( \alpha < \lambda \) and \( \xi < \sigma \). By \( \mu \)-completeness of \( D \) and \( \kappa < \mu \), we can find some \( c_{\alpha, \xi} < \kappa \) such that

\[
A_2(\alpha, \xi) = \{ u \in A_2 : \alpha \in u \text{ and } c_{\alpha, \beta(u), \xi} = c_{\alpha, \xi} \} \in D.
\]

Let \( A(\alpha, \xi) = \{ u \in A_2(\alpha, \xi) : u \cap \mu \in \mu \text{ and } \text{dom}(q_{\alpha, \beta(u), \xi}) \cap u \prec u \} \), where \( \prec \) is the Magidor relation (see [8]) on \( I \) defined by \( u \prec w \) iff \( u \subseteq w \) and \( otp(u) < w \cap \mu \). Since the forcing conditions have size \( < \chi \) and \( \chi < \mu \), we can easily conclude that \( A(\alpha, \xi) \in D \).

Define \( F : A(\alpha, \xi) \to I \) by \( F(u) = q_{\alpha, \beta(u), \xi} \upharpoonright u \). As \( D \) is normal, it follows from [8] that there exist \( B(\alpha, \xi) \) and \( q_{\alpha, \xi} \) such that:

- \( B(\alpha, \xi) \subseteq A(\alpha, \xi) \),
- \( B(\alpha, \xi) \in D \),
• $q_{\alpha,\xi} \in Q$.
• For all $u \in B(\alpha, \xi), q_{\alpha,\beta(u),\xi} \upharpoonright u = q_{\alpha,\xi}$.

So, varying $\xi$, it follows from the $\mu-$completeness of $D$ that

$$B(\alpha) = \bigcap_{\xi < \chi} B(\alpha, \xi) \in D.$$ 

Set

$$B = \{ u \in I : \alpha \in u \Rightarrow u \in B(\alpha) \}.$$ 

By normality of $D$, $B \in D$.

Now for each $v \in [U]^{<\kappa}$ we choose $u_{v,\xi}$ by induction on $\xi < \sigma$ such that:

• $u_{v,\xi} \in B$,
• $v \subseteq u_{v,\xi}$,
• $\xi < \zeta \Rightarrow u_{v,\xi} \subseteq u_{v,\zeta}$ and $\bigcup\{ \text{dom}(q_{\alpha,\beta(u_{v,\xi}),\epsilon}) : \alpha \in u_{v,\xi}, \epsilon < \sigma \} \subseteq u_{v,\xi}$.

For $v \in [U]^{<\kappa}$ and $\xi < \sigma$ let

$$\beta_{v,\xi} = \beta(u_{v,\xi}),$$

and define

$$\bar{\alpha} = \langle \beta_{v,\xi} : v \in [U]^{<\kappa}, \xi < \sigma \rangle.$$ 

Let $G$ be $Q-$generic over $V$. Define $\tau_1 : U \rightarrow \kappa, \tau_1 \in V[G]$, by

$$\tau_1(\alpha) = c_{\alpha,\xi},$$

where $\xi < \sigma$ is the least ordinal such that $q_{\alpha,\xi} \in G$.

**Claim 4.8.** $\tau_1(\alpha)$ is well-defined.

**Proof.** Let $u \in B$ be such that $\alpha \in u$. Then $\langle q_{\alpha,\beta(u),\xi} : \xi < \sigma \rangle$ is a maximal antichain of $Q$, so for some unique $\xi_u < \sigma, q_{\alpha,\beta(u),\xi_u} \in G$. Since $q_{\alpha,\beta(u),\xi_u} \leq q_{\alpha,\xi_u}$, we have $q_{\alpha,\xi_u} \in G$. It follows that $\{ \xi < \sigma : q_{\alpha,\xi} \in G \} \neq \emptyset$, and hence $\tau_1(\alpha)$ is well-defined. \qed

The following claim completes the proof of the theorem.

**Claim 4.9.** In $V[G], U, \tau, \tau_1$ and $\bar{\alpha}$ are as required in (a) and (b) of Lemma 4.1.

**Proof.** It suffices to prove (b)(e). So let $v \in [U]^{<\kappa}$. Clearly $v \in V$. Let $q \in G$. We find $q^* \leq q$ and $i < \sigma$ such that
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$q^* \models \alpha \in v \Rightarrow \exists \tau (\alpha, \beta, i) = \tau_1 (\alpha),$

where \( \tau, \tau_1 \) are \( Q \)-names for \( \tau, \tau_1 \) respectively. Let \( q_0 = q \). As the forcing is \( \chi \)-closed, and \( \chi \geq \kappa \), there exist \( q_1 \leq q_0 \) and \( \langle \xi (\alpha) : \alpha \in v \rangle \in V \) such that for each \( \alpha \in v \),

\[
q_1 \models \xi_\alpha = \min \{ \xi < \sigma : q_0, \xi \in \check{G} \} = \xi (\alpha),
\]

where \( \check{G} \) is the canonical \( Q \)-name for the generic filter \( G \). Again as \( Q \) is \( \chi \)-closed and \( \chi \geq \kappa \), we can find \( q_2 \leq q_1 \) such that for each \( \alpha \in v \)

\[
q_2 \models q_0, \xi (\alpha) \in \check{G}.
\]

Since the forcing is separative, \( q_2 \leq q_0, \xi (\alpha) \) for all \( \alpha \in v \). Since \( |\text{dom}(q_2)| < \chi < \mu \), we can find \( i < \sigma \) such that

\[
\bigcup \{ \text{dom}(q_0, \beta, i, \xi) : \alpha \in v, \xi < \sigma \} \text{ is disjoint from } \text{dom}(q_2) \setminus \bigcup \{ \text{dom}(q_0, \xi (\alpha)) : \alpha \in v \}.
\]

Let

\[
q^* = q_2 \cup \bigcup \{ q_0, \beta, i, \xi (\alpha) : \alpha \in v \}.
\]

If \( q^* \) is not a well-defined function, then we can find some \( \sigma < \mu \) and \( \alpha \in v \) such that both of \( q_2 (\sigma) \) and \( q_0, \beta, i, \xi (\alpha) (\sigma) \) are defined and are not equal. By our choice of \( i \), \( q_2 (\sigma) = q_\beta, i, \xi (\beta) (\sigma) \), for some \( \beta \in v \). But then \( q_0, \xi (\alpha) \) and \( q_\beta, i, \xi (\beta) \) are incompatible, which is in contradiction with \( q_2 \leq q_0, \xi (\alpha), q_\beta, i, \xi (\beta) \). So \( q^* \) is well-defined.

It follows that \( q^* \in Q \). Let \( \alpha \in v \). We show that

\[
q^* \models \tau (\alpha, \beta, i) = \tau_1 (\alpha).
\]

We have

\[
q_{\alpha, \beta, i, \xi (\alpha)} \models \tau (\alpha, \beta, i) = c_{\alpha, \beta, i, \xi (\alpha)} = c_{\alpha, \beta (u, i), \xi (\alpha)} = c_{\alpha, \xi (\alpha)}.
\]

On the other hand

\[
q_2 \models \tau_1 (\alpha) = c_{\alpha, \xi (\alpha)}.
\]

So as \( q^* \leq q_2, q_{\alpha, \beta, i, \xi (\alpha)} \),

\[
q^* \models \tau (\alpha, \beta, i) = c_{\alpha, \xi (\alpha)} = \tau_1 (\alpha).
\]

The claim follows. \( \square \)
This completes the proof of Theorem 4.4. □

**Corollary 4.10.** Assume \( \mu \) is a supercompact cardinal and \( \theta = (2^\kappa)^+ < \mu \). Then for some \((2^{<\theta})^+\)-c.c., \( \theta \)-closed forcing notion \( Q \) of size \( \mu \), the following hold in \( V^Q \):

1. \( 2^\theta = \mu \),
2. If \( \lambda = \text{cf}(\lambda) = \mu \) and \( (\forall \alpha < \lambda)[|\alpha|^{<\theta} < \lambda] \), then \((\ast)^{\lambda, \mu}_\theta\).

3. If \( D \) is an ultrafilter on \( \kappa \), \( \lambda = \text{cf}(\lambda) = \mu \) and \( (\forall \alpha < \lambda)[|\alpha|^{<\theta} < \lambda] \), then

\[
(\lambda, \lambda) \notin \mathcal{C}(D),
\]

**Proof.** Let \( Q = \text{Add}(\theta, \mu) \). Then (a) is clear, (b) follows from Theorem 4.4, and (c) follows from (b) and Theorem 2.22. □

We now give an application of Theorem 4.4 in depth and depth\(^+\) of Boolean algebras, which continues the works in [2], [3], [4], [5] and [14]. Recall that if \( B \) is a Boolean algebra, then its depth and depth\(^+\) are defined as follows:

\[
\text{Depth}(B) = \sup \{ \theta : \text{there exists a } \theta^-\text{increasing sequence in } B \}.
\]

\[
\text{Depth}^+(B) = \sup \{ \theta^+ : \text{there exists a } \theta^-\text{increasing sequence in } B \}.
\]

**Corollary 4.11.** Assume \( \mu \) is a supercompact cardinal, \( \theta = (2^\kappa)^+ < \mu \) and \( \lambda = \text{cf}(\lambda) = \mu \). Then for some \((2^{<\theta})^+\)-c.c., \( \theta \)-closed forcing notion \( Q \) of size \( \mu \), the following holds in \( V^Q \): If \( D \) is an ultrafilter on \( \kappa \), \( \langle B_i : i < \kappa \rangle \) is a sequence of Boolean algebras satisfying

\[
i < \kappa \Rightarrow \text{Depth}^+(B_i) \leq \lambda \quad \text{and} \quad B = \prod_{i < \kappa} B_i / D,
\]

then \( \text{Depth}^+(B) \leq \lambda \).

**Proof.** Let \( Q = \text{Add}(\theta, \mu) \), and let \( G \) be \( Q \)-generic over \( V \). We work in \( V[G] \). Suppose that \( D \) is an ultrafilter on \( \kappa \), \( \langle B_i : i < \kappa \rangle \) is a sequence of Boolean algebras such that for \( i < \kappa \)

\[
\text{Depth}^+(B_i) \leq \lambda \quad \text{and} \quad B = \prod_{i < \kappa} B_i / D.
\]

We show that \( \text{Depth}^+(B) \leq \lambda \).

Suppose not. So we can find an increasing sequence \( \langle a_\alpha : \alpha < \lambda \rangle \) of elements of \( B \). Let us write \( a_\alpha = \langle a_\alpha^i : i < \kappa \rangle / D \) for every \( \alpha < \lambda \). For \( \alpha < \beta < \lambda, a_\alpha \leq a_\beta \), and hence

\[
A_{\alpha, \beta} = \{ i < \kappa : a_\alpha^i < a_\beta^i \} \in D.
\]

Define \( c : [\lambda]^2 \to D \) by \( c(\alpha, \beta) = A_{\alpha, \beta} \). By Theorem 4.4, \( (\ast)^{\lambda, \mu}_\theta \) holds in \( V[G] \), so we can find an unbounded subset \( S \) of \( \lambda \), and \( A_0, A_1 \in D \) such that if \( \alpha < \beta \) are in \( S \), then for some \( \alpha < \gamma < \beta \), we have \( A_{\alpha, \gamma} = A_0 \) and \( A_{\gamma, \beta} = A_1 \). Let \( A = A_0 \cap A_1 \), and fix some \( i_0 \in A \). Then
for all \( \alpha < \beta \) in \( S \), \( a^{\alpha}_i <_{B^*_i} a^{\beta}_i \). So \( \langle a^{\alpha}_i : \alpha \in S \rangle \) is an increasing sequence in \( B^*_i \), hence \( \text{Depth}^+(B^*_i) \geq \lambda^+ \), which contradicts the assumption \( \text{Depth}^+(B^*_i) \leq \lambda \). \( \square \)

The next theorem can be proved as in Theorem 4.4 and corollaries 4.10 and 4.11.

**Theorem 4.12.** Suppose that:

(\( \alpha \)) \( \kappa \leq \chi = cf(\chi) \) and \( \chi = \chi^{<\kappa} \),

(\( \beta \)) \( \mu > \chi \) is a weakly compact cardinal,

(\( \gamma \)) \( Q = \text{Add}(\chi, \mu) \) is the Cohen forcing for adding \( \mu \)-many new Cohen subsets of \( \chi \),

Then in \( V^Q \) the following hold:

(a) If \( D \) is an ultrafilter on \( \kappa \), then \( (\mu, \mu) \notin \mathcal{C}(D) \).

(b) \( \ast_{\mu, \kappa}^{2, 2} \).

(c) If \( D \) is an ultrafilter on \( \kappa \), \( \langle B_i : i < \kappa \rangle \) is a sequence of Boolean algebras satisfying \( i < \kappa \Rightarrow \text{Depth}^+(B_i) \leq \mu \) and \( B = \prod_{i<\kappa} B_i / D \), then \( \text{Depth}^+(B) \leq \mu \).

5. A GLOBAL CONSISTENCY RESULT

In this section we prove the consistency of “if \( (\lambda_1, \lambda_2) \in \mathcal{C}(D) \), where \( D \) is an ultrafilter on \( \kappa \), then \( \lambda_1 + \lambda_2 < 2^{2^\kappa} \).”

**Lemma 5.1.** Suppose that:

(\( \alpha \)) \( \kappa < \theta = cf(\theta) \),

(\( \beta \)) \( \lambda_1, \lambda_2 \) are regular cardinals and \( \lambda_1 + \lambda_2 > 2^{<\theta} \),

(\( \gamma \)) \( Q_l = \text{Add}(\theta, \mathcal{U}_l), l = 1, 2, \) where \( \mathcal{U}_1 \subseteq \mathcal{U}_2 \) are two sets of ordinals (hence \( Q_1 \prec Q_2 \)),

(\( \delta \)) \( \vec{f}^l = \langle f^l_\alpha : \alpha < \lambda_l \rangle, l = 1, 2 \) where \( f^l_\alpha \) is a \( Q_1 \)-name for a function from \( \kappa \) to \( I_\alpha \).

(\( e \)) \( \models_{Q_1} \text{“} \check{\mathfrak{X}} \text{”} \), where

\( \vec{I} \) is a linear order, \( \mathcal{D} \) is an ultrafilter on \( \kappa \) and \( (\vec{f}^1/D, \vec{f}^2/D) \)

represents a \( (\lambda_1, \lambda_2) \)-pre-cut in \( I^\kappa/D \) which is a pre-cut in \( J^\kappa/D \) for each linear order \( J \supseteq I \).

Then \( f^l_{\alpha}, l = 1, 2 \) and \( \vec{I} \) are also \( Q_2 \)-names, and \( \models_{Q_2} \text{“} \check{\mathfrak{X}} \text{”} \).
Proof. Let \( Q = Q_2/Q_1 \). Then clearly \( Q = \text{Add}(\theta, U_2 \setminus U_1) \), so we can assume without loss of generality that \( U_1 = \emptyset \), so that \( Q_1 \) is the trivial forcing notion and \( V = V^{Q_1} \).

So \( I, f^i, D \in V \) are objects and not names. Also without loss of generality \( \lambda_1 > 2^{<\theta} \), hence by Theorem 2.16, \( \lambda_2 > 2^{<\theta} \). Set \( U = U_2 = U_2 \setminus U_1 \). We can also assume that the linear order \( I \) mentioned in “\( \mathcal{K} \)” is a complete linear order whose set of elements is in \( V \).

Toward contradiction assume that \( \not\Vdash_{Q_2} \mathcal{K} \). So we can find \( q_* \in Q_2 \) and \( \mathcal{J} \), \( \mathcal{H} \) such that:

1. \( q_* \in Q_2 \),
2. \( q_* \Vdash \mathcal{J} \) is a linear order such that \( \mathcal{J} \supseteq I \),
3. \( q_* \Vdash \mathcal{H} \in \mathcal{J}^\kappa \),
4. \( q_* \Vdash f^1_{\alpha_1} <_D \mathcal{H} <_D f^2_{\alpha_2} \) for every \( \alpha_1 < \lambda_1, \alpha_2 < \lambda_2 \).

Case 1. \( \forall \alpha < \lambda_1) |\alpha|^{\kappa} < \lambda_1 \): For each \( \alpha < \lambda_1 \) choose \( (q_\alpha, A_\alpha) \) such that:

1. \( q_\alpha \leq q_* \),
2. \( A_\alpha \in D, A_\alpha \subseteq \kappa \),
3. \( q_\alpha \Vdash \text{ if } i \in A_\alpha \text{ then } f^1_{\alpha_1}(i) <_\mathcal{J} \mathcal{H}(i) \).

Claim 5.2. There are \( S, U_*, p_* \) and \( A_* \) such that:

1. \( S \subseteq \lambda_1 \) is unbounded,
2. If \( \alpha \neq \beta \) are from \( S \), then \( \text{dom}(q_\alpha) \cap \text{dom}(q_\beta) = U_* \),
3. \( \alpha \in S \Rightarrow q_\alpha \upharpoonright U_* = p_* \),
4. \( \alpha \in S \Rightarrow A_\alpha = A_* \).

Proof. By the assumption on \( \lambda_1 \) and the \( \Delta \)-system lemma, we can find \( S_1, U_* \) such that \( S_1 \subseteq \lambda_1 \) is unbounded, and for all \( \alpha \neq \beta \) from \( S_1 \), \( \text{dom}(q_\alpha) \cap \text{dom}(q_\beta) = U_* \). Since \( |U_*| < \theta \), and \( \lambda_1 > 2^{\kappa} = |\{ q \in Q_2 : \text{dom}(q) = U_* \}| \), we can find an unbounded \( S \subseteq S_1 \), \( p_* \in Q_2 \) and \( A_* \in D \) such that the conditions of the claim are satisfied by them.

For \( i < \kappa \) let \( I^*_i = \{ f^i_{\alpha}(i) : \alpha \in S \} \subseteq I \). By enlarging \( I \) if necessary, we can assume without loss of generality that \( |I| > \lambda_1 \) (in \( V \)). Define \( g \in I^\kappa \) by

\[
g(i) = \text{the } <_I \text{ least upper bound of } I^*_i.
\]

Claim 5.3. If \( \alpha < \lambda_1 \), then \( f^1_{\alpha} <_D g \).
Proof. Let $\beta \in S, \beta > \alpha$. Then $f_\alpha <_D f_\beta \leq_D g$. □

**Claim 5.4.** If $\alpha < \lambda_2$, then $g <_D f_\alpha^2$.

*Proof.* Let $\beta \in (\alpha, \lambda_2)$ and let $B = \{i < \kappa : g(i) >_I f_\beta^2(i)\}$. If $B \notin D$, then $g <_D f_\beta^2 <_D f_\alpha^2$ and we are done. So suppose that $B \in D$. For each $i \in B$ there is $t_i \in I_i^*$ such that $f_\beta^2(i) <_I t_i$. So there is $\sigma_i \in S$ such that $t_i = f_\sigma^1(i)$. Let $q = \bigcup \{p_{\sigma_i} : i \in B\}$. By Claim 5.2, $q$ is a well-defined function and so $q \in Q_2$. Further $i \in B \Rightarrow q \leq p_{\sigma_i}$ and by Claim 5.2

$$p_{\sigma_i} \Vdash "A_\star = \{j < \kappa : f_\sigma^1(j) <_J h(j)"\}.$$  

So $A_\star \cap B \in D$, and

$$i \in A_\star \cap B \Rightarrow q \Vdash "f_\beta^2(i) \leq_J t_i = f_\sigma^1(i) <_J h(i),$$

hence $q \Vdash f_\beta^2 <_D h$, and we get a contradiction. □

It follows that $g \in V$ is such that for all $\alpha_1 < \lambda_1$ and $\alpha_2 < \lambda_2$, $f_{\alpha_1}^1 <_D g <_D f_{\alpha_2}^2$ and we get a contradiction.

**Case 2. The general case:** We now show how to remove the extra assumption $(\forall \alpha < \lambda_1) |\alpha|^{<\theta} < \lambda_1$ from the above proof. Let $\sigma = 2^{<\theta}$. Then $\sigma = \sigma^{<\theta} = \sigma^\kappa$, as $\theta$ is regular. Let $\langle (q_{\alpha}, A_{\alpha}) : \alpha < \lambda_1 \rangle$ be as in (e).

**Claim 5.5.** There is $u_\star \subseteq U, |u_\star| \leq \sigma$ such that if $u_\star \subseteq u \subseteq |U|^{<\sigma}$ and $\alpha < \lambda_1$, then for some $\beta \in [\alpha, \lambda_1)$ we have $\text{dom}(q_{\beta}) \cap u \subseteq u_\star$.

*Proof.* Suppose not. We define $(u_\xi, \beta_\xi)$, by induction on $\xi < \theta$, such that:

- (a) $u_\xi \in |U|^{<\sigma}$,
- (b) $\langle u_\xi : \xi \leq \xi \rangle$ is $\subseteq$–increasing and continuous,
- (c) $\beta_\xi < \lambda_1$,
- (d) $\langle \beta_\xi : \xi \leq \xi \rangle$ is increasing and continuous,
- (e) If $\xi = \xi + 1$ and $\alpha \in [\beta_\xi, \lambda)$, then $\text{dom}(p_\alpha) \cap u_\xi \nsubseteq u_\xi$.

**Case 1.** $\xi = 0$: Let $(u_\xi, \beta_\xi) = (\emptyset, 0)$.

**Case 2.** $\xi$ is a limit ordinal: Let $u_\xi = \bigsqcup_{\xi < \xi} u_\xi$, and $\beta_\xi = \bigsqcup_{\xi < \xi} \beta_\xi$. Then $|u_\xi| \leq \sigma$ and $\beta_\xi < \lambda_1$ as $|\xi| < \theta = cf(\theta) < \lambda_1 = cf(\lambda_1)$. 


Case 3. \( \xi = \zeta + 1 \) is a successor ordinal: By our assumption, there are \( u, \alpha \) such that \( u_\xi \subseteq u \in [U]^{\leq \sigma}, \alpha < \lambda_1 \) and for all \( \beta \in [\alpha, \lambda_1), dom(q_\beta) \cap u \not\subseteq u_\xi \). Set \( u_\xi = u \) and \( \beta_\xi = \max\{\beta_\xi + 1, \alpha + 1\} \).

Now set \( \beta = \bigcup_{\xi < \theta} \beta_\xi \). Then \( \beta < \lambda_1 \) as \( \lambda_1 = cf(\lambda_1) > \theta \) and for all \( \xi < \theta, \beta_\xi < \lambda_1 \).

Also \( \xi < \theta \Rightarrow dom(q_\beta) \cap u_{\xi + 1} \not\subseteq u_\xi \). As \( \langle u_\xi : \xi < \theta \rangle \) is \( \subseteq \)-increasing, it follows that \( |dom(q_\beta)| \geq \theta \), which is a contradiction.

Fix \( u_* \) as in Claim 5.5.

Claim 5.6. There are \( p_*, S, A_* \) such that:

(\( \alpha \)) \( p_* \in Q_2, p_* \leq q_* \),

(\( \beta \)) \( dom(p_*) \setminus dom(q_*) \subseteq u_* \),

(\( \gamma \)) \( S \subseteq \lambda_1 \) is unbounded in \( \lambda_1 \),

(\( \delta \)) If \( \alpha \in S \), then \( A_* = A_* \) and \( q_\alpha \upharpoonright (dom(q_*) \cup u_*) = p_* \),

(\( \epsilon \)) If \( u \subseteq U, |u| \leq \sigma \) and \( \alpha < \lambda_1 \), then there is \( \beta \) such that \( \alpha < \beta \in S \) and \( dom(q_\beta) \)

is disjoint from \( u \setminus dom(p_*) \).

Proof. Let \( \langle (p_\xi, B_\xi) : \xi < \xi_* \rangle \) list \( \{(p, B) \in Q_2 \times D : p \leq q_* \text{ and } dom(p) \setminus dom(q_*) \subseteq u_* \} \).

As \( |u_*| \leq \sigma \), and members of \( Q_2 \) are functions into \( \{0, 1\} \), clearly \( |\xi_*| \leq \sigma^{< \theta} \times 2^\sigma = \sigma \), so w.l.o.g \( \xi_* \leq \sigma \). Let

\[ S_\xi = \{\alpha < \lambda_1 : A_\alpha = B_\xi \text{ and } q_\alpha \upharpoonright (dom(q_*) \cup u_*) = p_\xi\}. \]

So \( \langle S_\xi : \xi < \xi_* \rangle \) is a partition of \( \lambda_1 \). If for some \( \xi, (p_\xi, S_\xi, B_\xi) \) is as required on \( (p_*, S, A_*) \), we are done. Suppose otherwise. Clearly, for each \( \xi < \xi_* \), one of the following occurs:

- \( S_\xi \) is bounded in \( \lambda_1 \). Then let \( \alpha_\xi = sup(S_\xi) + 1 \) and \( u_\xi = \emptyset \),

- \( S_\xi \) is unbounded in \( \lambda_1 \), then clause (\( \epsilon \)) must fail. Let \( u_\xi, \alpha_\xi \) witness the failure of (\( \epsilon \)).

Let \( u = \bigcup_{\xi < \xi_*} u_\xi \cup u_* \) and \( \alpha = sup\{\alpha_\xi : \xi < \xi_*\} + 1 \). Then \( u \subseteq U, |u| \leq \sigma \) and \( \alpha < \lambda_1 \).

By Claim 5.5, there is \( \beta \in (\alpha, \lambda_1) \) such that \( dom(q_\beta) \cap u \subseteq u_* \). Pick \( \xi < \xi_* \) such that \( p_\xi = q_\beta \upharpoonright (dom(q_*) \cup u_*) \) and \( B_\xi = A_\beta \). So \( \alpha < \beta \in S_\xi \) and hence \( S_\xi \) is unbounded in \( \lambda_1 \). But then \( \alpha_\xi < \beta \in S \) and

\[ dom(q_\beta) \cap (u_\xi \setminus dom(p_\xi)) = \emptyset, \]
which is in contradiction with our choice of \( u_\xi, \alpha_\xi \). The claim follows. \( \square \)

Fix \( p_*, S \) and \( A_* \) as above. For \( i < \kappa \) let \( J_i \) be the set of all \( t \in I \) such that if \( u \subseteq U, |u| \leq \sigma \) and \( \alpha < \lambda_1 \), then there is \( \beta \) such that:

\[
\begin{align*}
(a) & \; t \leq_I f^1_\beta(i), \\
(\ast\ast) & \; \alpha < \beta \in S, \\
(\ast) & \; \text{dom}(q_\beta) \text{ is disjoint from } u \setminus \text{dom}(p_\ast).
\end{align*}
\]

We also assume w.l.o.g that \( I \) is of cardinality > \( \lambda_1 \) and we define \( g \in I^\kappa \) by

\[ g(i) = \text{the } <_I \text{–least upper bound of } J_i. \]

\textbf{Claim 5.7.} If \( \alpha < \lambda_1 \), then \( f^1_\alpha \leq_D g \).

\textit{Proof.} Let \( B = \{ i < \kappa : g(i) <_I f^1_\alpha(i) \} \). If \( B \notin D \), we get the desired conclusion, so assume that \( B \in D \). So for every \( i \in B, f^1_\alpha(i) \notin J_i \), hence there are \( u_i \subseteq U \) of size \( \leq \sigma \) and \( \alpha_i < \lambda_1 \) such that there is no \( \beta \) as requested in (\ast\ast), for \( t = f^1_\alpha(i) \). Let \( u = \bigcup_{i \in B} u_i \) and \( \alpha_* = \bigcup \{ \alpha_i : i \in B \} \cup \alpha \). The \( u \) is a subset of \( U \) of size \( \leq \sigma \), and by Claim 5.6 we can find \( \beta \) such that \( \alpha_* < \beta \in S \) and \( \text{dom}(q_\beta) \) is disjoint from \( u \setminus \text{dom}(p_\ast) \). Now \( \alpha \leq \alpha_* < \beta \), hence \( f^1_\alpha <_D f^1_\beta \), hence \( C = \{ i < \kappa : f^1_\alpha(i) <_I f^1_\beta(i) \} \in D \). Hence \( B \cap C \in D \), in particular \( B \cap C \neq \emptyset \). Let \( i \in B \cap C \). Then:

\[
\begin{align*}
(\alpha) & \; f^1_\alpha(i) <_I f^1_\beta(i), \text{ as } i \in C, \\
(\beta) & \; f^1_\alpha(i) \notin J_i, \text{ as } i \in B, \\
(\gamma) & \; \alpha < \nu \in S \text{ and } \text{dom}(q_\nu) \cap u \subseteq \text{dom}(p_\ast) \Rightarrow f^1_\nu(i) <_I f^1_\alpha(i), \text{ as } u_i \text{ witnesses } f^1_\alpha(i) \notin J_i.
\end{align*}
\]

In particular, as \( \beta \) satisfies (\gamma), we have \( f^1_\beta(i) <_I f^1_\alpha(i) \). But this is in contradiction with (\alpha). \( \square \)

\textbf{Claim 5.8.} If \( \alpha < \lambda_2 \), then \( g \leq_D f^2_\alpha \).

\textit{Proof.} Let \( B = \{ i < \kappa : f^2_\alpha(i) <_I g(i) \} \). If \( B \notin D \) we are done, so assume toward contradiction that \( B \in D \). First note that for \( i \in B, f^2_\alpha(i) \in J_i \), to see this, suppose \( u \subseteq U \) is of size \( \leq \sigma \) and \( \alpha < \lambda_1 \). As \( i \in B, f^2_\alpha(i) <_I g(i) \), so by the definition of \( g \), we can find \( t' \in J_i \) with \( f^2_\alpha(i) <_I t' \). Let \( \beta \) witness \( t' \in J_i \) with respect to \( u \) and \( \alpha \). Then \( f^2_\alpha(i) \leq_I t' \). But this is in contradiction with (\alpha). \( \square \)
and both (b) and (c) of (**) are satisfied for this $\beta$. Thus $\beta$ witnesses (**) with respect to $t = f_\alpha^2(i)$. It follows that $f_\alpha^2(i) \in J_i$.

Let $p_1 \in \mathcal{Q}_2$ and $C \subseteq D$ be such that $p_1 \leq p_*$ and $p_1 \Vdash C = \{ i : \beta_j(i) \leq J f_{\alpha +1}^2(i) \}$. Clearly $C \in D$.

We define $\beta_i$ by induction on $i \in B$ such that:

- $(\alpha) \alpha < \beta_i \in S$,
- $(\beta) f_\alpha^2(i) \leq I f_{\beta_i}^1(i)$,
- $(\gamma) \text{dom}(q_{\beta_i}) \cap (\bigcup \{ \text{dom}(q_{\beta_j}) : j \in B \cap i \} \cup \text{dom}(p_1)) \subseteq \text{dom}(p_*)$.

**Case 1.** $i = \text{min}(B)$: Let $\beta_i$ be the least element of $S$ above $\alpha$ such that $f_\alpha^2(i) \leq I f_{\beta_i}^1(i)$.

Such $\beta_i$ exists by definition of $g$.

**Case 2.** $i > \text{min}(B)$: Suppose $\beta_j$ for $j \in B \cap i$ are defined. Let $u = \bigcup \{ \text{dom}(q_{\beta_j}) : j \in B \cap i \} \cup \text{dom}(p_1)$. Then $u \subseteq \mathcal{U}$ and $|u| \leq \sigma$, so by definition of $J_i$ and $g$, we can find $\beta \in S$ such that $\beta > \bigcup_{j \in B \cap i} \beta_j$, $f_\alpha^2(i) \leq I f_{\beta}^1(i)$, and $\text{dom}(q_{\beta})$ is disjoint from $u \setminus \text{dom}(p_*)$.

Set $\beta_i = \beta$.

Let $q = \bigcup \{ q_{\beta_i} : i \in B \} \cup p_1$. By $(\gamma)$, $q$ is a well-defined function, so $q \in \mathcal{Q}_2$. Clearly $q \leq p_1$, and $q \leq q_{\beta_i}$, for $i \in B$.

As $\beta_i \in S$, $A_{\beta_i} = A_* \in D$ (by Claim 5.6(\delta)), hence $A_* \cap B \cap C \in D$. Let $i \in A_* \cap B \cap C$.

Then:

- $(\delta) q \Vdash " \beta_j(i) \leq J f_{\alpha +1}^2(i) \text{ " \text{ as } q \leq p_1 \text{ and } i \in C}$,
- $(\epsilon) f_\alpha^2(i) \leq I f_{\beta_i}^1(i)$, by $(\beta)$ above,
- $(\zeta) q \Vdash " f_{\beta_i}(i) \leq J \beta_i(i) \text{ " \text{ as } q \leq p_{\beta_i} \text{ and } i \in A_* = A_{\beta_i} \text{.}}$

It follows that

$q \Vdash " f_{\beta_i}^1(i) \leq J \beta_i(i) \text{ " \text{ as } q \leq p_{\beta_i} \text{ and } i \in A_* = A_{\beta_i} \text{.}}$

which is a contradiction. \hfill \Box

**Claim 5.9.** If $\alpha_1 < \lambda_1$ and $\alpha_2 < \lambda_2$, then $f_{\alpha_1}^1 g < D f_{\alpha_2}^2$.

**Proof.** We have $f_{\alpha_1}^1 < D f_{\alpha_1+1}^1 \leq D g$, and $g \leq D f_{\alpha_2+1}^2 < D f_{\alpha_2}^2$, and so we are done. \hfill \Box

Thus $g \in V$ is such that for all $\alpha_1 < \lambda_1$ and $\alpha_2 < \lambda_2$, $f_{\alpha_1}^1 g < D f_{\alpha_2}^2$ and we get a contradiction. Lemma 5.1 follows. \hfill \Box
Theorem 5.10. Assume \( \kappa < \theta = \theta^{< \theta} < \mu \) and \( \mu \) is a supercompact cardinal. Let \( Q = \text{Add}(\theta, \mu) \). Then in \( \mathbb{V}^Q \), we have \( 2^\theta = \mu, \theta^{< \theta} = \theta > \kappa \) and for every ultrafilter \( D \) on \( \kappa \), if \( (\lambda_1, \lambda_2) \in \mathcal{C}(D) \), then \( \lambda_1 + \lambda_2 < \mu \).

Proof. Let \( G \) be \( Q \)-generic over \( \mathbb{V} \). Toward contradiction assume that in \( \mathbb{V}[G] \), there are ultrafilter \( D \) on \( \kappa \) and regular cardinals \( \lambda_1, \lambda_2 \) such that \( \lambda_1 + \lambda_2 \geq \mu \) and \( (\lambda_1, \lambda_2) \in \mathcal{C}(D) \).

Assume w.l.o.g that \( \lambda_2 \geq \lambda_1 \). Let \( \lambda = \lambda_1 + \lambda_2 \), and let \( I \) be a \( \lambda^+ \)-saturated dense linear order and let \( (\bar{f}^1/D, \bar{f}^2/D) \) witness a pre-cut of \( I^\kappa/D \) of cofinality \( (\lambda_1, \lambda_2) \), where \( \bar{f}^i/D = \langle f^i_\alpha/D : \alpha < \lambda_i \rangle, i = 1, 2 \) We may assume that the set of elements of \( I \) is \( |I| \), so that it belongs to \( \mathbb{V} \). It follows that \( I^\kappa \subseteq \mathbb{V} \), and \( f^i_\alpha \in \mathbb{V} \).

Claim 5.11. We can assume that \( D \in \mathbb{V} \).

Proof. Let \( \eta < \mu \) be such that \( D \in \mathbb{V}[G \cap \text{Add}(\theta, \eta)] \). Then \( \mathbb{V}[G] \) is a generic extension of \( \mathbb{V}[G \cap \text{Add}(\theta, \eta)] \) by \( \text{Add}(\theta, \mu \setminus \eta) \), and \( \text{Add}(\theta, \mu \setminus \eta) \simeq \text{Add}(\theta, \mu) \). So by replacing \( \mathbb{V} \) by \( \mathbb{V}[G \cap \text{Add}(\theta, \eta)] \), if necessary, we can assume that \( D \in \mathbb{V} \).

By our assumption, we have \( \models_Q \text{"} (\exists) \), where

\[ \text{"} (\exists) : \]

- \( " \) \( I \) is a linear order, \( D \) is an ultrafilter on \( \kappa \) and \( (\bar{f}^1, \bar{f}^2) \)
- \( (\diamondsuit) : \)
- represents a \((\lambda_1, \lambda_2)\)-pre-cut in \( \mathbb{V}^\kappa/D \) which is a pre-cut
  - in \( J^\kappa/D \) for each linear order \( J \supseteq \bar{I} \),
- and \( J, \bar{f}_l, l = 1, 2 \) represent \( Q \)-names for \( I, \bar{f}_i, l = 1, 2 \) respectively.

Let \( j : V \to M \) be an elementray embedding, witnessing the \( \lambda \)-supercompactness of \( \mu \), so that \( \text{crit}(j) = \mu, M^\lambda \subseteq M \) and \( \{ j(\alpha) : \alpha < \lambda_2 \} \) is bounded in \( j(\lambda_2) \). Clearly \( j \) is the identity on \( H(\mu) \), hence \( j(\kappa) = \kappa, j(\theta) = \theta \) and \( j(D) = D \).

Let \( Q_1 = \mathbb{Q} \) and \( Q_2 = j(\mathbb{Q}) \). Then \( M \models \text{"} Q_2 = \text{Add}(\theta, j(\mu)) \)”, hence \( V \models \text{"} Q_2 = \text{Add}(\theta, j(\mu)) \). It follows from Lemma 5.1 that \( \models_{Q_2} \text{"} (\diamondsuit) \), and hence

\[ (\ast) \]

\[ M \models \text{"} Q_2 \text{"} (\diamondsuit). \]

On the other hand, since

\[ V \models \text{"} Q_1 \text{"} (\diamondsuit), \]

and since \( j \) is an elementary embedding, we have

\[ (\ast\ast) \]

\[ M \models \text{"} Q_2 \text{"} j(\diamondsuit), \]
where

"$j(I)$ is a linear order, $D$ is an ultrafilter on $\kappa$ and $(j(\bar{f}^1)/D, j(\bar{f}^2)/D)$ 

$(j(\mathfrak{X})):$ represents a $(j(\lambda_1), j(\lambda_2))$-pre-cut in $j(I)^\kappa/D$ which is a pre-cut in 

$J^\kappa/D$ for each linear order $J \supseteq j(I)$".

Assume for example $\lambda_1 \geq \lambda_2$ and pick $\delta$ such that sup\{\(j(\alpha): \alpha < \lambda_1\}\} < \delta < j(\lambda_1).$ Then 

$\models_{Q_2} "j(\bar{f}^1)_\delta \in j(I)^\kappa_\delta"$ and for any $\alpha < \lambda_1$ and $\gamma < \lambda_2,$ by (\(*\)), it is forced by $Q_2$ that 

$j(\bar{f}^1(\alpha)) = j(\bar{f}^1)_{j(\alpha)} < D j(\bar{f}^1)_{j(\gamma)} = j(\bar{f}^2(\gamma)).$

By elementarity, we can find $h$ such that for all $\alpha < \lambda_1$ and $\gamma < \lambda_2,$ it is forced that 

$\bar{f}^1(\alpha) < D h < D \bar{f}^2(\gamma),$

which contradicts ($\mathfrak{X}$).

We now give a global version of Theorem 5.10. For this, we need the following generalization of Lemma 5.1.

**Lemma 5.12.** Suppose that:

- (\(\alpha\)) $V_0 \models \kappa < \theta = cf(\theta),$
- (\(\beta\)) $V_0 \models \lambda_1, \lambda_2$ are regular cardinals and $\lambda_1 + \lambda_2 > 2^{<\theta},$
- (\(\gamma\)) $P \in V_0$ is a $\theta$-c.c. forcing notion of size $\leq \sigma = 2^{<\theta},$
- (\(\delta\)) $V_1 = V_0^P,$
- (\(\epsilon\)) $Q_l = Add(\theta, U_l)V_0, l = 1, 2,$ where $U_1 \subseteq U_2$ (hence $Q_1 \prec Q_2$ in $V_0$),
- (\(\zeta\)) $\bar{R}_l = P \times Q_l, l = 1, 2$ (hence $\bar{R}_1 \prec \bar{R}_2$ in $V_0$),
- (\(\eta\)) $\bar{f}^l_\alpha = (f^l_\alpha: \alpha < \lambda_1), l = 1, 2$ where $f^l_\alpha$ is an $\bar{R}_l$-name for a function from $\kappa$ to $\bar{I}.$
- (\(\theta\)) $\models_{\bar{R}_1} "\mathfrak{X}^\eta,"$ where $\mathfrak{X}$ is as in Lemma 5.1, but the names are $\bar{R}_1$-names (and hence $\bar{R}_2$-names) here.

Then $\models_{\bar{R}_2} "\mathfrak{X}^\eta."$

**Proof.** We repeat the proof of Lemma 5.1, with some changes. We usually work in $V_1 = V_0^P,$ but sometimes go back to $V_0.$ W.l.o.g. $I \in V_1$ is a complete linear order, whose set of elements is in $V_0.$ Also without loss of generality $\lambda_1 > 2^{<\theta},$ hence by Theorem 2.16, $\lambda_2 > 2^{<\theta}.$ We
assume for simplicity that $U_1 = \emptyset$, so that $Q_1$ is the trivial forcing notion (see also the proof of Lemma 5.1). Set $U = U_2 \setminus U_1 = U_2$.

Since $Q_2$ is $\theta$–closed and $\theta > \kappa$, we have (in $V_{1}^{\mathbb{Q}_2}$) $I^\kappa \subseteq V_1$, and $D, f^U_\alpha \in V_1$ (for $l = 1, 2, \alpha < \lambda_1$).

Toward contradiction assume that $\mathbb{P}_{\mathbb{R}_2}$ "$\otimes$". So (working in $V_1$) we can find $q_\ast \in Q_2$ and $Q_2$–names $\mathcal{J}$ and $\mathcal{I}$ such that:

$(\alpha) q_\ast \in Q_2$,

$(\beta) q_\ast \models " \mathcal{J} \text{ is a linear order such that } \mathcal{J} \supseteq I"$,

$(\gamma) q_\ast \models " \mathcal{I} \in J^{\kappa} "$,

$(\delta) q_\ast \models " f^1_{\alpha_1} \prec_D \mathcal{I} < f^2_{\alpha_2} \prec_D \text{ for every } \alpha_1 < \lambda_1, \alpha_2 < \lambda_2 "$.

For each $\alpha < \lambda_1$ choose $(q_\alpha, A_\alpha)$ such that:

$(a) q_\alpha \leq q_\ast$,

$(*) : (b) A_\alpha \in D, A_\alpha \subseteq \kappa$,

$(c) q_\alpha \models " \text{if } i \in A_\alpha, \text{ then } f^1_{\alpha_1}(i) < f^2_{\alpha_2}(i) "$.

Claim 5.13. W.l.o.g. $\langle q_\alpha : \alpha < \lambda_1 \rangle \in V_0$.

Proof. For each $\alpha < \lambda_1$, we have $q_\alpha \in Q_2 \subseteq V_0$. It follows that $\langle q_\alpha : \alpha < \lambda_1 \rangle$ is a sequence of elements of $V_0$. Since $\lambda_1 = cf(\lambda_1) \geq |\mathcal{P}|^+$, there exists $S \in V_0$ such that $S$ is an unbounded subset of $\lambda_1$ and such that $\langle q_\alpha : \alpha \in S \rangle \in V_0$. Rearranging this sequence we get $\langle q_\alpha : \alpha < \lambda_1 \rangle \in V_0$.

Claim 5.14. (In $V_1$) There is $u_\ast \subseteq U, |u_\ast| \leq \sigma$ such that if $u_\ast \subseteq u \in [U]^{\leq \sigma}$ and $\alpha < \lambda_1$, then for some $\beta \in [\alpha, \lambda_1)$ we have $dom(q_\beta) \cap u \subseteq u_\ast$.

Proof. Suppose not. Thus for any $u \in [U]^{\leq \sigma}$ we can find $u \subseteq u' \in [U]^{\leq \sigma}$ and $\alpha' < \lambda_1$ such that there is no $\beta \in [\alpha', \lambda_1)$ with $dom(q_\beta) \cap u' \subseteq u$. Note that the ordinal $\alpha'$ can be taken to be larger than any given ordinal, so in fact, for any $u \subseteq [U]^{\leq \sigma}$ and any $\alpha < \lambda_1$, there are $u \subseteq u' \in [U]^{\leq \sigma}$ and $\alpha < \alpha' < \lambda_1$ such that there is no $\beta \in [\alpha', \lambda_1)$ with $dom(q_\beta) \cap u' \subseteq u$.

So in $V_0$, there are $p \in \mathcal{P}$ and $\mathcal{P}$–names $\mathcal{F}_1, \mathcal{F}_2$ such that $p \models " \text{if } u \in [U]^{\leq \sigma} \text{ and } \alpha < \lambda_1, \text{ then } u \subseteq \mathcal{F}_1(u, \alpha) \in [U]^{\leq \sigma}, \mathcal{F}_2(u, \alpha) \in (\alpha, \lambda_1) \text{ and there is no } \beta \in [\mathcal{F}_2(u, \alpha), \lambda_1) \text{ such that } dom(q_\beta) \cap \mathcal{F}_1(u, \alpha) \subseteq u "$. 

As \( \mathbb{P} \) has \( \theta - \text{c.c.}, \theta \leq \sigma \) and \( \lambda_1 = cf(\lambda_1) > \theta \), there are functions \( G_1, G_2 \in V_0 \) such that:

\[
(\alpha) \ p \models " \text{if } u \in [\mathcal{U}]^{\leq \sigma} \text{ and } \alpha < \lambda_1, \text{ then } F_1(u, \alpha) \subseteq G_1(u, \alpha) \text{ and } \alpha \leq F_2(u, \alpha) \leq G_2(u, \alpha)" ,
\]

\[
(\beta) \ G_1(u, \alpha) \in ([\mathcal{U}]^{\leq \sigma})^{V_0}, \text{ and } G_2(u, \alpha) \in [\alpha, \lambda_1).
\]

We define \((u_\xi, \beta_\xi)\), by induction on \( \xi < \theta \), such that:

\[
(\gamma) \ u_\xi \in ([\mathcal{U}]^{\leq \sigma})^{V_0},
\]

\[
(\delta) \ \langle u_\zeta : \zeta \leq \xi \rangle \text{ is } \subseteq -\text{increasing and continuous},
\]

\[
(\epsilon) \ \beta_\xi < \lambda_1,
\]

\[
(\zeta) \ \langle \beta_\zeta : \zeta \leq \xi \rangle \text{ is increasing and continuous},
\]

\[
(\eta) \text{ If } \xi = \zeta + 1 \text{ and } \alpha \in [\beta_\zeta, \lambda), \text{ then } dom(q_\alpha) \cap u_\xi \not\subseteq u_\zeta.
\]

**Case 1.** \( \xi = 0 \): Let \((u_\xi, \beta_\xi) = (\emptyset, 0)\).

**Case 2.** \( \xi \) is a limit ordinal: Let \( u_\xi = \bigcup_{\zeta < \xi} u_\zeta \), and \( \beta_\xi = \bigcup_{\zeta < \xi} \beta_\zeta \). Then \( |u_\xi| \leq \sigma \) and \( \beta_\xi < \lambda_1 \) as \( |\xi| < \theta = cf(\theta) < \lambda_1 = cf(\lambda_1) \).

**Case 3.** \( \xi = \zeta + 1 \) is a successor ordinal: By the choice of \( p \), \( p \models "u_\zeta \subseteq F_1(u_\zeta, \beta_\zeta) \in [\mathcal{U}]^{\leq \sigma}, F_2(u_\zeta, \beta_\zeta) \in (\beta_\zeta, \lambda_1) \text{ and there is no } \beta \in [F_2(u_\zeta, \beta_\zeta), \lambda_1) \text{ such that } dom(q_\beta) \cap F_1(u_\zeta, \beta_\zeta) \subseteq u_\zeta".\)

Let \( u_\xi = G_1(u_\zeta, \beta_\zeta) \) and \( \beta_\xi = G_2(u_\zeta, \beta_\zeta) + 1 \). Then by \((\alpha)\),

\[
p \models "u_\zeta \subseteq u_\xi \text{ and there is no } \alpha \in [\beta_\xi, \lambda_1) \text{ such that } dom(q_\alpha) \cap u_\xi \subseteq u_\zeta".
\]

As all parameters in the above formula are from the ground model and the sentence is absolute, it follows that for no \( \alpha \in [\beta_\xi, \lambda_1) \), \( dom(q_\alpha) \cap u_\xi \subseteq u_\zeta \).

Now set \( \beta = \bigcup_{\xi < \theta} \beta_\xi \). Then \( \beta < \lambda_1 \) as \( \lambda_1 = cf(\lambda_1) > \theta \) and for all \( \xi < \theta, \beta_\xi < \lambda_1 \). Also \( \xi < \theta \Rightarrow dom(q_\beta) \cap u_{\xi+1} \not\subseteq u_\xi \). As \( \langle u_\xi : \xi < \theta \rangle \) is \( \subseteq -\text{increasing}, \) it follows that \( |dom(q_\beta)| \geq \theta \), which is a contradiction. \( \square \)

The next claim is the same as Claim 5.6

**Claim 5.15.** *(In \( V_1 \)) There are \( p_*, S, A_* \) such that:

\[
(\alpha) \ p_* \in \mathbb{Q}_2, p_* \leq q_*,
\]

\[
(\beta) \ dom(p_*) \setminus dom(q_*) \subseteq u_*,
\]

\[
(\gamma) \ S \subseteq \lambda_1 \text{ is unbounded in } \lambda_1,
\]

\[
(\delta) \text{ If } \alpha \in S, \text{ then } A_\alpha = A_* \text{ and } q_\alpha \upharpoonright (dom(q_\alpha) \cup u_*) = p_*
\]
(e) If $u \subseteq U, |u| \leq \sigma$ and $\alpha < \lambda_1$, then there is $\beta$ such that $\alpha < \beta \in S$ and $\text{dom}(q_{\beta})$ is disjoint from $u \setminus \text{dom}(p_*)$.

Fix $p_*, S$ and $A_*$ as above. For $i < \kappa$ let $J_i$ be the set of all $t \in I$ such that if $u \subseteq U, |u| \leq \sigma$ and $\alpha < \lambda_1$, then there is $\beta$ such that:

(a) $t \leq_{I} f^1_{\beta}(i)$,

(***): (b) $\alpha < \beta \in S$,

(c) $\text{dom}(q_{\beta})$ is disjoint from $u \setminus \text{dom}(p_*)$.

Claim 5.16. $\langle J_i : i < \kappa \rangle \in V_1$.

Proof. For each $i < \kappa, J_i \in V_1$, so as the forcing $\mathbb{Q}_2$ is $\theta-$closed and $\theta > \kappa, \langle J_i : i < \kappa \rangle \in V_1$. □

We also assume w.l.o.g. that $I$ is of cardinality $> \lambda_1$ and we define $g \in I^\kappa$ by

$$g(i) = \text{the } <_{I} \text{-least upper bound of } J_i.$$ 

As $g$ is defined using the sequence $\langle J_i : i < \kappa \rangle$, it follows from Claim 5.16 that:

Claim 5.17. $g \in V_1$.

The next claim can be proved as in Claim 5.7.

Claim 5.18. If $\alpha < \lambda_1$, then $f^1_{\alpha} \leq_D g$.

Claim 5.19. If $\alpha < \lambda_2$, then $g \leq_D f^2_{\alpha}$.

Proof. The proof is the same as the proof of Claim 5.8. We just need to choose $\beta_i$ to be minimal so that the condition $q$ defined there is in $V_0$ and hence $q \in \mathbb{Q}_2$. □

It follows that

Claim 5.20. If $\alpha_1 < \lambda_1$ and $\alpha_2 < \lambda_2$, then $f^1_{\alpha_1} <_D g <_D f^2_{\alpha_2}$.

Thus $g \in V_1$ is such that for all $\alpha_1 < \lambda_1$ and $\alpha_2 < \lambda_2, f^1_{\alpha_1} <_D g <_D f^2_{\alpha_2}$ and we get a contradiction. Lemma 5.12 follows. □
Theorem 5.21. If in $V$, there is a class of supercompact cardinals, then for some class forcing $P$, in $V^P$ we have: for any infinite cardinal $\kappa$, and any ultrafilter $D$ on $\kappa$, if $(\lambda_1, \lambda_2) \in \mathcal{C}(D)$, then $\lambda_1 + \lambda_2 < 2^{2^\kappa}$.

Proof. By a preliminary forcing (see [7]), we can assume that the following hold in $V$, for some proper class $C$ of cardinals:

(a) Each $\kappa \in C$ is a supercompact cardinal,

(b) No limit point of $C$ is an inaccessible cardinal,

(c) $\kappa \in C \Rightarrow \kappa$ is Laver indestructible,

(d) $\kappa \in C \Rightarrow 2^\kappa = \kappa^+$.

We choose cardinals $\kappa_i, i \in \text{Ord}$, by induction on $i$ as follows:

Case 1. $i = 0$: Let $\kappa_0 = \aleph_0$,

Case 2. $i$ is a limit ordinal: Let $\kappa_i = \bigcup_{j < i} \kappa_j$,

Case 3. $i = j + 1$ is a successor ordinal, $\kappa_j$ is $\aleph_0$ or a supercompact cardinal:

Let $\kappa_i = \kappa_j^+$,

Case 4. $i = j + 1$ is a successor ordinal and case 3 does not hold: Let $\kappa_i$ be the minimal element of $C$ above $\kappa_j$.

Note that by (b), $\kappa_i$ is a singular cardinal iff $i$ is a limit ordinal.

Let $Q_i$ be $\text{Add}(\kappa_i, \kappa_{i+1})$, if $\kappa_i$ is regular, and the trivial forcing otherwise. Let $Q$ be the Easton support product of $\langle Q_i : i \in \text{Ord} \rangle$, and let $Q_{<j}$ and $Q_{>j}$ be defined similarly for $\langle Q_i : i < j \rangle$ and $\langle Q_i : i > j \rangle$ respectively. By standard forcing arguments we have:

Claim 5.22. Let $G$ be $Q$-generic over $V$, and for each ordinal $i$ set $G_{<i} = G \cap Q_{<i}$ and $G_{>i} = G \cap Q_{>i}$. Then:

(a) $V$ and $V[G]$ have the same cardinals,

(b) If $\lambda < \kappa_i$, then $P(\lambda)^{V[G]} = P(\lambda)^{V[G_{<i}]}$,

(c) If $\kappa_i$ is regular in $V$, then $|Q_{<i}| \leq \kappa_i$, and in $V[G], \kappa_i^{<\kappa_i} = \kappa_i$ and $2^{\kappa_i} = 2^{\kappa_i+1}$.

In $V[G]$, let $\kappa$ be an infinite cardinal and let $D$ be an ultrafilter on $\kappa$. Let $i$ be the least ordinal such that $\kappa < \kappa_i$. Then $i = j + 1$ is a successor ordinal, and we have $2^{2^\kappa} = 2^{2^\kappa_j} = 2^{\kappa_i} = \kappa_{i+1}$, so it suffices to prove the following:

Claim 5.23. (In $V[G]$) $(\lambda_1, \lambda_2) \in \mathcal{C}(D) \Rightarrow \lambda_1 + \lambda_2 < \kappa_{i+1}$.
Proof. Write $Q = Q_{<i+1} \times Q_{>i}$. The forcing $Q_{>i}$ is $\kappa_{i+1}$-directed closed, so by $(\gamma), \kappa_{i+1}$ remains supercompact in $V[G_{>i}]$. Let $V_0 = V[G_{>i}]$. Note that:

(d) $Q_i = Q_{V_0}$ and $Q_{<i} = (Q_{<i})_{V_0}$,

(e) $V_0 \models Q_{<i}$ is $\kappa_i$-c.c. of size $\leq \kappa_i$.

The rest of the argument is essentially the same as the proof of Theorem 5.10, using Lemma 5.12 instead of Lemma 5.1. So toward contradiction assume that in $V[G], (\lambda_1, \lambda_2) \in \mathcal{C}(D)$ is such that $\lambda_1 + \lambda_2 \geq \kappa_{i+1}$. Let $I$ be a $(\lambda_1 + \lambda_2)^+$-saturated dense linear order and let $(\bar{f}^1/D, \bar{f}^2/D)$ witness a pre-cut of $I^\kappa/D$ of cofinality $(\lambda_1, \lambda_2)$, where $\bar{f}^j/D = \langle f^j_\alpha/D : \alpha < \lambda_j, l \neq 1, 2 \rangle$. We may assume that the set of elements of $I$ is in $V$. From now on we work in $V_0$. Set $P = Q_{<i}$ and $\mu = \kappa_{i+1}$.

We also suppose that $\models _{P \times Q_i} "X"$, where

$L$ is a linear order, $D$ is an ultrafilter on $\kappa$ and $( \bar{f}^1/D, \bar{f}^2/D )$ (X):

represents a $(\lambda_1, \lambda_2)$-pre-cut in $L^\kappa/D$ which is also a pre-cut in $J^\kappa/D$ for each linear order $J \supseteq L$,

and $L, \bar{f}^l \in V_0, l = 1, 2$ represent $P \times Q_i$-names for $I, \bar{f}^l, l = 1, 2$ respectively (over $V_0$).

Let $\lambda = \lambda_1 + \lambda_2$ so that $\lambda \geq \mu$ is regular. Let $j : V_0 \to M_0$ be an elementary embedding witnessing the $\lambda$-supercompactness of $\mu$; so that $\text{crit}(j) = \mu, j(\mu) > \lambda$ and $M_0^\lambda \subseteq M_0$.

Since

$$V_0 \models _{P \times Q_i} "X", \quad \text{and since } j \text{ is an elementary embedding and } j(P) = P, \text{ we have}$$

\begin{align*}
(\ast) & \quad M_0 \models _{P \times j(Q_i)} "j(X)",
\end{align*}

where

$$j(L) \text{ is a linear order, } D \text{ is an ultrafilter on } \kappa \text{ and } (j(\bar{f}^1)/D, j(\bar{f}^2)/D)$$

\begin{align*}
(j(X)) : & \quad \text{represents a } (j(\lambda_1), j(\lambda_2)) \text{-pre-cut in } j(L)^\kappa/D \text{ which is also a pre-cut in } J^\kappa/D \text{ for each linear order } J \supseteq j(L),
\end{align*}

On the other hand, it follows from Lemma 5.12 that $\models _{P \times j(Q_i)} "X", \text{ and hence}$$

\begin{align*}
(\ast \ast) & \quad M_0 \models _{P \times j(Q_i)} "X", \quad \text{From } (\ast) \text{ and } (\ast \ast) \text{ we can get the required contradiction as in the proof of Theorem 5.10.}
\end{align*}

The claim follows. \qed
Theorem 5.21 follows.
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