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1. DG Algebras

Some of the references on dg algebras and dg modules are [1, 2, 5, 6]. Throughout
the notes, R is a commutative ring, often assumed to be Noetherian.

Definition 1.1. A, or more precisely (A, dA), is called a dg R-algebra if it satisfies
the following conditions:

(a) A =
⊕

n∈ZAn is a graded R-algebra1, that is, each An is an R-module and
the product An × Am → An+m is R-bilinear. We say that elements of An are
homogeneous of degree n, and write n = |a| for a ∈ An. Notice that R always
centrally acts on A, i.e., ra = ar for all r ∈ R and a ∈ A.

(b) A is an R-complex with a differential dA, that is, dA : A→ A(−1) is a graded
R-linear map2 (a degree-preserving R-module homomorphism) with (dA)2 = 0.

(c) dA satisfies the Leibniz rule: for all homogeneous elements a, b ∈ A the equality
dA(ab) = dA(a)b+ (−1)|a|adA(b) holds.

1Some authors use the cohomological notation for dg algebras. In such a case, A is described

as A =
⊕

n∈Z An, where An = A−n.
2In general, A(m) is the shifted graded algebra of A by m ∈ Z, whose grading is defined by

A(m)n = Am+n for n ∈ Z.
1
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In this note we only consider non-negatively graded dg R-algebras, that is, A =⊕
n≧0An.

3

Exercise 1.2. Show that dA(1) = 0. More generally, dA(r) = 0 for r ∈ R. Show
that A0 is an R-subalgebra of A.

1.3. Let A, B be dg R-algebras. A homomorphism f : A→ B of dg R-algebras (or
a dg R-algebra homomorphism) is a graded R-algebra homomorphism of degree 0
which is also a chain map, that is, dBf = fdA.

Exercise 1.4. You can now define a dg R-algebra isomorphism, a dg R-subalgebra
and a residue dg algebra, etc. Give their precise definitions.

Exercise 1.5. A subset of A which is the kernel of a dg R-algebra homomorphism
from A to some other dg algebra is called a dg ideal of A. Show that I ⊆ A is a dg
ideal if and only if I is a graded ideal of A and satisfies dA(I) ⊆ I.
1.6. Let A be a dg R-algebra. Set

Z(A) = Ker(dA) =
⊕
n

Zn(A), B(A) = Im(dA) =
⊕
n

Bn(A).

Call Z(A) (resp. B(A)) the cycle (resp. the boundary) of A. Note that Z(A) ⊆ A
is a dg R-subalgebra with the zero differential, and that B(A) ⊆ Z(A) is a dg ideal,
i.e. B(A) is a graded ideal of Z(A). Hence the quotient

H(A) = Z(A)/B(A) =
⊕
n

Hn(A)

is a dg R-algebra with zero differential, and it is called the homology of A.

Exercise 1.7. Give a proof for each statement in 1.6.

Definition 1.8. A dg R-algebra A is called commutative if ab = (−1)|a||b|ba for all
homogeneous a, b ∈ A. A is called strongly commutative if it is commutative and
satisfies a2 = 0 if a ∈ A and |a| is odd.
1.9. In the rest of this section, unless otherwise stated, all the dg R-algebras are
assumed to be strongly commutative and non-negatively graded.

Example 1.10. The first trivial example of dg R-algebras is R itself that is concen-
trated in degree zero with zero differential. A little more generally, an associative
R-algebra T can be regarded as a dg R-algebra concentrated in degree zero with
dT = 0.

Example 1.11. Let C• be a chain complex of R-modules;

· · · // C1

dC
1 // C0

dC
0 // C−1

dC
−1 // · · · .

For each n ∈ Z we set

HomR(C•, C•)n :=
∏
i∈Z

HomR(Ci, Ci+n)

and
HomR(C•, C•) =

⊕
n∈Z

HomR(C•, C•)n

3In the cohomological notation, it is equivalent to A =
⊕

n≦0 A
n, and it is said to be non-

positively graded.



HOMOLOGICAL THEORY OF DG MODULES 3

that is a (non-commutative) graded R-algebra. Define the differential by

d((fi)i∈Z) =
(
dCi+n ◦ fi − (−1)nfi−1 ◦ dCi

)
i∈Z

for (fi)i∈Z ∈ HomR(C•, C•)n. Then HomR(C•, C•) is a dg R-algebra, but in gen-
eral, it is not necessarily commutative nor non-negatively graded.

Exercise 1.12. Verify that HomR(C•, C•) is a dg R-algebra.

Example 1.13 (Koszul complex). Let t1, . . . , tn be a sequence of elements of R,
and set V =

⊕n
i=1Rei that is a free R-module of rank n. Consider the exterior

algebra over V ;

K :=
∧
V =

n⊕
j=0

j∧
V =

n⊕
j=0

 ⊕
i1<i2<···<ij

R(ei1 ∧ ei2 ∧ · · · ∧ eij )

 .

By setting dK(ei) = ti for 1 ⩽ i ⩽ n, the unique differential dK on K is defined
by Leibniz rule and it yields the dg R-algebra structure on K. This is a strongly
commutative dg R-algebra, called the Koszul complex on the sequence t1, . . . , tn.

Example 1.14 (polynomial algebra). Let A be a strongly commutative dg R-
algebra, and let n ∈ Z be even. For a cycle element t ∈ Zn−1(A) of degree n − 1,
consider the variable X whose degree is n. Now take the polynomial algebra A[X]
whose degree m part is

A[X]m =
⊕

i+nj=m

AiX
j .

On this graded R-algebra we define the differential by dA[x](X) = t so that A[X]
is again a strongly commutative dg R-algebra. Note that dA[x](Xm) = mXm−1t
for m ≧ 1. Also note that (dA[x])2(Xm) = m(m − 1)Xm−2t2 = 0 for m ≧ 2, since
t2 = 0 by the strong commutativity property of A.

Let n be an odd integer and t ∈ Zn−1(A) be a cycle. In this case X is a variable
of degree n, and in order to keep the strong commutative property, the polynomial
ring A[X] is defined as A[X] = A+XA with X2 = 0 and dX = t.

Definition 1.15. An R-algebra U is a divided power algebra if a sequence of ele-
ments u(i) ∈ U with i ∈ N ∪ {0} is correspondent to every element u ∈ U with |u|
positive and even such that the following conditions are satisfied:

(1) u(0) = 1, u(1) = u, and |u(i)| = i|u| for all i;
(2) u(i)u(j) =

(
i+j
i

)
u(i+j) for all i, j;

(3) (u+ v)(i) =
∑

j u
(j)v(i−j) for all i;

(4) for all i ⩾ 2 we have

(vw)(i) =

{
0 |v| and |w| are odd

viw(i) |v| is even and |w| is even and positive

(5) For all i ⩾ 1 and j ⩾ 0 we have(
u(i)
)(j)

=
(ij)!

j!(i!)j
u(ij).

A divided power dg R-algebra is a dg R-algebra whose underlying graded R-algebra
is a divided power algebra.
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1.16. If R contains the field of rational numbers and U is a graded R-algebra, then
U has a structure of a divided power R-algebra by defining u(m) = (1/m!)um for
all u ∈ U and integers m ⩾ 0; see [6, Lemma 1.7.2]. Also, R considered as a graded
R-algebra concentrated in degree 0 is a divided power R-algebra.

Definition 1.17 (free extension). Let t ∈ A be a cycle, and let A⟨X⟩ with the
differential d denote the simple free extension of A obtained by adjunction of a
variable X of degree |t| + 1 such that dX = t. The dg R-algebra A⟨X⟩ can be
described as A⟨X⟩ =

⊕
m⩾0X

(m)A with the conventions X(0) = 1 and X(1) = X,

where {X(m) | m ⩾ 0} is a free basis of A⟨X⟩ such that:

(a) If |X| is odd, then X(m) = 0 for all m ⩾ 2, and for all a+Xb ∈ A⟨X⟩ we have

d(a+Xb) = dAa+ tb−XdAb.
(b) If |X| is even, then A⟨X⟩ is a divided power dg R-algebra with the algebra

structure given by X(m)X(ℓ) =
(
m+ℓ
m

)
X(m+ℓ) and the differential structure

defined by dX(m) = X(m−1)t for all m ⩾ 1. Note that the action of d on a
general element of A⟨X⟩ is given by

d

(
n∑

i=0

X(i)ai

)
=

n−1∑
i=0

X(i)
(
dA(ai) + tai+1

)
+X(n)dA(an). (1.17.1)

If R contains the field of rational numbers, then A⟨X⟩ = A[X].

Lemma 1.18. (Assume that A is a strongly commutative, non-negatively graded,
dg R-algebra as in 1.9.)

Let A⟨X⟩ be a free extension of A with the variable X such that dX = t ∈ A is
a homogeneous cycle of degree n. Then the natural inclusion mapping A ↪→ B is a
dg algebra homomorphism and it induces the following isomorphisms of homology;

Hi(B) = Hi(A) if i < n, Hn(B) = Hn(A)/[t]H0(A),

where [t] is the homology class of t in H(A).

Proof. Just note that Bi = Ai if i ≦ n, and Bn+1 = An+1 +XA0. □

By this lemma we sometimes call A⟨X⟩ a free extension of A by adjunction of
variable X that kills the cycle t.

1.19. Let n be a positive integer, and let A⟨X1, . . . , Xn⟩ (which is also denoted by
A⟨Xi | 1 ⩽ i ⩽ n⟩) be a finite free extension of the dg R-algebra A obtained by
adjunction of n variables. In fact, setting A(0) = A and A(i) = A(i−1)⟨Xi⟩ for all

1 ⩽ i ⩽ n such that dA
(i)

Xi is a cycle in A(i−1), we have A⟨X1, . . . , Xn⟩ = A(n).
We also assume that 0 < |X1| ⩽ · · · ⩽ |Xn|. Note that there is a sequence of dg
R-algebras A = A(0) ⊂ A(1) ⊂ · · · ⊂ A(n) = A⟨X1, . . . , Xn⟩.

In a similar way, one can define the finite polynomial extension of the dg R-
algebra A, which is denoted by A[X1, . . . , Xn].

1.20. Our discussion in 1.19 can be extended to the case of adjunction of infinitely
countably many variables to the dg R-algebra A. Let {Xi | i ∈ N} be a set of
variables. Attaching a degree to each variable such that 0 < |X1| ⩽ |X2| ⩽ · · · ,
similar to 1.19, we construct a sequence A = A(0) ⊂ A(1) ⊂ A(2) ⊂ · · · of dg
R-algebras. We define an infinite free extension of the dg R-algebra A obtained
by adjunction of the variables X1, X2, . . . to be A⟨Xi | i ∈ N⟩ =

∪
n∈NA

(n). It is
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sometimes convenient for us to use the notation A⟨X1, . . . , Xn⟩ with n =∞ instead
of A⟨Xi | i ∈ N⟩.

Theorem 1.21 (Tate resolution). Let f : R ↠ S be a surjective ring homomor-
phism of commutative Noetherian rings. Then there are countably infinite number
of variables {Xi}i∈N such that f extends to a quasi-isomorphism R⟨Xi | i ∈ N⟩ → S
of dg R-algeberas, that is,

Hn(R⟨Xi | i ∈ N⟩) =

{
S (n = 0),

0 (n ̸= 0).

The dg R-algebra R⟨Xi | i ∈ N⟩ is called a Tate resolution of S over R.
Furthermore we can take a Tate resolution R⟨Xi | i ∈ N⟩ so that it satisfies the

degree-wise finiteness condition, that is, for all n ∈ N, we may assume that the set
{i | |Xi| = n} is finite.

1.22 (Outline of the proof). By induction on n we construct a sequence of dg R-
algebras R = A(0) ⊂ A(1) ⊂ A(2) ⊂ · · · ⊂ A(n) such that it satisfies the following
conditions for all n ⩾ 1:

(i) A(n) is a finite free extension of A(n−1) with variables of degree n,
(ii) H0(A

(n)) = S,
(iii) Hi(A

(n)) = 0 for 1 ⩽ i < n,
(iv) Hj(A

(n)) is a finitely generated R-module for each j ∈ N.
Once you have such a sequence,

∪
n∈NA

(n) is a required Tate resolution.

For n = 1, take a generating set {t1, . . . , tm} of the ideal Ker f , and set A(1) =
R⟨X1, . . . , Xm⟩ with dXi = ti and |Xi| = 1 for all i. For n ⩾ 2 assume A(n−1) have
been constructed. Then, take a finite set {z1, . . . , zℓ} of elements of Zn−1(A

(n−1))
whose homology class generates Hn−1(A

(n−1)) and we set A(n) = R⟨Z1, . . . , Zℓ⟩
with dZi = zi and |Zi| = n for all i. Then, since all the cycles of degree n − 1 are
killed by Lemma 1.18, we see that H0(A

(n)) = S and Hi(A
(n)) = 0 for 1 ⩽ i < n.

Since R is Noetherian, we can easily see that all the homology modules of A(n) are
finitely generated as well as those of A(n−1). □

1.23. In a similar way to 1.20, one can define the infinite polynomial extension
of the dg R-algebra A, which is denoted by A[Xi | i ∈ N] or A[X1, . . . , Xn] with
n =∞. The same proof as Theorem 1.21 applies to polynomial extensions instead
of free extensions, and we get Avramov resolutions.

Theorem 1.24 (Avramov resolution). Let f : R ↠ S be a surjective ring ho-
momorphism of commutative Noetherian rings. Then there are countably infinite
number of variables {Xi}i∈N such that f extends to a quasi-isomorphism R[Xi | i ∈
N]→ S of dg R-algeberas, that is,

Hn(R[Xi | i ∈ N]) =

{
S (n = 0),

0 (n ̸= 0).

The dg R-algebra R[Xi | i ∈ N] is called an Avramov resolution of S over R.
Furthermore we can take an Avramov resolution R[Xi | i ∈ N] so that it satisfies

the degree-wise finiteness condition, that is, for all n ∈ N, we may assume that the
set {i | |Xi| = n} is finite.
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1.25 (Gulliksen-Levine). Let (R,m, k) be a commutative Noetherian ring. Gullik-
sen proved that the minimally constructed Tate resolution R⟨Xi | i ∈ N⟩ of R↠ k
gives a minimal free resolution of k over R. In such a situation we set ϵi to be
a number of degree i variables for each i ∈ N. This number ϵi is called the ith
deviation of the local ring R. Once we know the deviations we can easily get the
Betti numbers of k over R. It is then easy to see the following description for the
Poincaré series;

PR(T )

(
def
=

∞∑
i=0

(
dimk Tor

R
i (k, k)

)
T i

)
=

∏
i>0;odd(1 + T i)ϵi∏
j>0;even(1− T j)ϵj

Exercise 1.26. Prove the above equality concerning the Poincaré series.

Exercise 1.27. Let k be a field, and let R := k[t]/(t2) ↠ S := R/(t) = k. In this
case, consider the dg R-algebra A = R⟨X,Y ⟩, with dX = t and dY = Xt (|X| = 1,
|Y | = 2). Show that H(A) ∼= k, and so A is a Tate resolution of k over R. What is
the Poincaré series?

2. DG Modules

Definition 2.1. Let A be a dg R-algebra. A right dg A-module M , or more
precisely (M,∂M ), is a graded right A-module M =

⊕
i∈ZMi with graded R-linear

mapping ∂M :M →M [−1] satisfying (∂M )2 = 0 and the Leibniz rule;

∂M (ma) = ∂M (m) a+ (−1)|m|m dA(a),

for all homogeneous elements a ∈ A and m ∈M .

2.2. All dg modules considered in these notes are right dg modules, unless otherwise
stated.

Definition 2.3. Let A be a dg R-algebra, and let M and N be dg A-modules. We
say that a mapping f : M → N is a dg A-module homomorphism if f is a graded
A-module homomorphism (that is, f is A-linear and f(Mn) ⊂ Nn for all n ∈ Z)
and satisfies the equality f ◦ ∂M = ∂N ◦ f .

Exercise 2.4. Considering R as a dg R-algebra, prove that a dg R-module is
nothing but a chain complex of R-modules and a dg R-module homomorphism is
a chain map between chain complexes.

Exercise 2.5. If A is graded commutative, then a right dg A-module M is also a
left dg A-module with the left A-action defined by am = (−1)|m||a|ma for a ∈ A
and m ∈M . Verify this left action is well-defined.

Definition 2.6. Let A be a dg R-algebra. We denote by C(A) the category of dg
A-modules and dg A-module homomorphisms.

Exercise 2.7. Prove that the morphism set HomC(A)(M,N) is naturally an R-
module for M,N ∈ C(A).

Exercise 2.8. Let f : M → N be a morphism in C(A), i.e., a dg A-module
homomorphism.

(1) Show that the kernel, the cokernel, the image and the coimage of f as underlined
graded A-modules, have the natural structure of dg A-modules. Therefore the
category C(A) is closed under such operations.
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(2) Prove the natural isomorphism M/Ker(f) ∼= Im(f) in C(A).

Theorem 2.9. The category C(A) is an abelian category which admits the product∏
, the sum

⨿
, the inverse limit lim←− and the inductive limit lim−→.

2.10 (Outline of proof). It follows from Exercise 2.8 above that C(A) is an abelian
category. For a family of dg A-modules Mλ (λ ∈ Λ), we define the graded A-
modules;

∏
λ

Mλ =
⊕
n∈Z

(∏
λ

(Mλ)n

)
,
⨿
λ

Mλ =
⊕
n∈Z

(⨿
λ

(Mλ)n

)
,

where the product and the coproduct in the right hand sides are the ones as R-
modules. Furthermore we define the differentials diagonally as;

∂
∏

Mλ((mλ)λ) =
(
(∂Mλ(mλ)

)
λ
, ∂

⨿
Mλ((mλ)λ) =

(
(∂Mλ(mλ)

)
λ
,

for (mλ)λ ∈
∏

λ(Mλ)n (resp. ∈
⨿

λ(Mλ)n).

Then (
∏

λMλ, ∂
∏

Mλ) and (
⨿

λMλ, ∂
⨿

Mλ) are dg A-modules. It is easy to see
the following functorial isomorphism;

HomC(A)(−,
∏
λ

Mλ) ∼=
∏
λ

HomC(A)(−,Mλ), HomC(A)(
⨿
λ

Mλ,−) ∼=
∏
λ

HomC(A)(Mλ,−),

where the products in the RHS are taken as R-modules. This completes the proof
to the existence of products and coproducts in C(A). We leave the proof for lim←−
and lim−→ to the reader. □

Definition 2.11 (degree shift). Let n ∈ Z. We define the n-shift functor [n] :
C(A)→ C(A) as follows:

For a dg A-module (M,∂M ) ∈ C(A), define the graded A-module M [n] as
M [n]i =Mn+i for i ∈ Z, and the differential ∂M [n] = (−1)n∂M .

For a dg A-module homomorphism f : M → N , define f [n] : M [n] → N [n] as
the same mapping as f , that is, f [n](x) = f(x) for x ∈M [n]i =Mn+i.

Exercise 2.12. Show the equalityM [n][m] =M [n+m] for n,m ∈ Z. In particular
the shift functor [n] : C(A)→ C(A) is an isomorphism of categories.

Definition 2.13 (cone). Let f : M → N be a morphism in C(A). We define the
dg A-module C(f), which is called the cone (or the mapping cone) of f , as follows;

C(f) =
⊕
n∈Z

C(f)n where C(f)n = Nn ⊕Mn−1

∂C(f) =

(
∂N f [−1]
0 ∂M [−1]

)
More precisely, the differential on C(f) is defined by

∂C(f)

(
x
y

)
=

(
∂N (x) + f(y)
−∂M (y)

)
for

(
x
y

)
∈ C(f)n = Nn ⊕Mn−1.

Exercise 2.14. Verify the equality
(
∂C(f)

)2
= 0 and the Leibniz rule for ∂C(f).
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2.15. The graded A-module homomorphism ι =

(
1
0

)
: N → C(f) = N ⊕M [−1]

is a dg A-module homomorphism, since(
∂N f [−1]
0 ∂M [−1]

)(
1
0

)
=

(
1
0

)
∂N .

Similarly the graded A-module homomorphism π =
(
0 1

)
: C(f) = N ⊕M [−1]→

M [−1] is also a dg A-module homomorphism, since(
0 1

)(∂N f [−1]
0 ∂M [−1]

)
= ∂M [−1]

(
0 1

)
.

As a consequence of this observation we have the following lemma.

Lemma 2.16. For a dg A-module homomorphism f : M → N , there is a short
exact sequence in C(A);

0 // N
ι // C(f)

π // M [−1] // 0.

Definition 2.17. Let

0 // L
p // M

q // N // 0

be a short exact sequence in C(A). It is called an admissible short exact sequence if
it splits as a short exact sequence of underlying graded A-modules. In such a case,
p is called an admissible monomorphism (or admissible mono), and q an admissible
epimorphism (or admissible epi).

The short exact sequence in Lemma 2.16 is an admissible short exact sequence,
ι : N → C(f) is an admissible mono, and π : C(f)→M [−1] is an admissible epi.

2.18. Let f, g ∈ HomC(A)(M,N) be morphisms. We say that f and g are homo-
topic, denoted by f ∼ g, if there is a graded A-module homomorphism h : M → N [1]
of underlying graded A-modules such that f − g = ∂Nh+ h∂M .

The following theorem shows that every admissible short exact sequence comes
from mapping cone construction.

Theorem 2.19. Let

0 // L
p // M

q // N // 0

be an admissible short exact sequence in C(A).
(1) There is a morphism f : N [1]→ L such that M is isomorphic to C(f) in C(A)

and this isomorphism makes the following diagram commutative;

0 // L
ι // C(f)

π //

∼=
��

N // 0

0 // L
p // M

q // N // 0
(2) The morphism f in (1) is unique up to homotopy. More precisely saying, if

g : N [1]→ L is a morphism that makes the following diagram commutative;

0 // L // C(f) //

∼=
��

N // 0

0 // L // C(g) // N // 0,
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then it holds that f ∼ g in HomC(A)(N [1], L).

Proof. (1) From the definition of admissible sequence, M is a direct sum of L
and N as an underlying graded A-module; M = L ⊕ N , and according to this

direct decomposition, the morphisms p and q are described as

(
1
0

)
and

(
0 1

)
respectively. We also write the differential as

∂M =

(
a f
b c

)
: L⊕N → L[−1]⊕N [−1]

where a, b, c, f are R-linear mappings. That p is a dg A-module homomorphism
forces that ∂Mp = p∂L, that is,(

a f
b c

)(
1
0

)
=

(
1
0

)
∂L,

hence we have b = 0 and a = ∂L. Similarly, since
(
0 1

)
∂M = ∂N

(
0 1

)
, we have

c = ∂N = −∂N [1]. Therefore ∂M is described as;

∂M =

(
∂L f
0 −∂N [1]

)
: L⊕N → L[−1]⊕N [−1]

where f : N → L[−1] is just a graded R-linear map. Now the Leibniz rule for ∂M

implies

∂M
((

0
x

)
a

)
=

(
∂M

(
0
x

))
a+

(
0
x

)
da,

for all x ∈ N and a ∈ A. By computation it implies that f(xa) = f(x)a for
x ∈ N and a ∈ A. Thus f is a graded A-linear map. Finally (∂M )2 = 0 implies
that f∂N [1] = ∂Lf , and so f is a dg A-module homomorphism. By the above
construction we can see that M ∼= C(f) in C(A).

(2) Let φ : C(f)→ C(g) be a dg A-module isomorphism that fits in the diagram.
Similar to the proof of (1), we have C(f) = L ⊕ N = C(g) as underlying graded
A-modules. According to this decomposition, φ is described as

φ =

(
a h
b c

)
: L⊕N → L⊕N,

where a, b, h and c are graded A-linear map. The commutativity of the left square in

the diagram means φ

(
1
0

)
=

(
1
0

)
, hence a = 1L and b = 0. By the commutativity

of the right square we also have c = 1N . Thus

φ =

(
1 h
0 1

)
: L⊕N → L⊕N.

Since φ is a dg A-module homomorphism, it commutes with the differential on M ;(
∂L g
0 −∂N [1]

)(
1 h
0 1

)
=

(
1 h
0 1

)(
∂L f
0 −∂N [1]

)
.

This shows that ∂Lh+ g = f −h∂N [1], thus h is the homotopy that connects f and
g, therefore f ∼ g as desired. □
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3. The Homotopy Category K(A)

In this section A is a dg R-algebra that is not necessarily commutative nor
positively graded.

Definition 3.1. We define the category K(A) as follows:
• Objects of K(A) are all of (right) dg A-modules, i.e. Ob(K(A)) = Ob(C(A)).
• Morphisms in K(A) are the homotopy classes of the morphisms in C(A);

HomK(A)(X,Y ) = HomC(A)(X,Y )/ ∼ for objects X,Y ∈ K(A).
We call K(A) the homotopy category of a dg algebra A.

Remark 3.2. Let X,Y ∈ C(A). For n ∈ Z, we denote by HomgrA-mod(X,Y )n
the set of all graded A-module homomorphism from X to Y of degree n, that is,
f ∈ HomgrA-mod(X,Y )n means that f : X → Y is a A-module homomorphism with
f(Xi) ⊂ Yi+n for all i ∈ Z. Now set

HomA(X,Y ) =
⊕
n∈Z

HomgrA-mod(X,Y )n

and define

∂Hom(f) := ∂Y f−(−1)nf∂X ∈ HomgrA-mod(X,Y )n−1 for f ∈ HomgrA-mod(X,Y )n.

Then (HomA(X,Y ), ∂Hom) is a chain complex of R-modules. By definition, we have
equalities; {

HomC(A)(X,Y ) = Z0(HomA(X,Y )) (cycles),

HomK(A)(X,Y ) = H0(HomA(X,Y )) (homology).

Exercise 3.3. Prove the above equalities.

Exercise 3.4. Show that an object X is isomorphic to 0 in K(A) if and only if the
identity mapping 1X on X is null-homotopic, i.e. 1X ∼ 0. We call such an object
X null.

Exercise 3.5. Let X ∈ K(A). Then prove that C(1X) is null in K(A).

Hint:

(
0 0
1 0

)(
∂X 1X
0 −∂X

)
−
(
∂X 1X
0 −∂X

)(
0 0
1 0

)
=

(
1X 0
0 1X

)
, which shows

1C(1X) ∼ 0.

Lemma 3.6. The following conditions are equivalent for f ∈ HomC(A)(X,Y ).

(1) f = 0 in K(A).
(2) f ∼ 0.
(3) f factors through a null object, i.e. there is a commutative diagram in C(A);

X
f //

q   A
AA

AA
AA

A Y

N

p

>>~~~~~~~~

where N is a null object.

Proof. The equivalence (1) ⇔ (2) follows from the definition. For (3) ⇒ (2), it is
enough to apply the following well-known and easily proved fact:
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• Let U1
a // U2

f //
g

// U3
b // U4 be morphisms in C(A). If f ∼ g, then we

have bfa ∼ bga.
Actually, since 1N ∼ 0, we have f = p1Nq ∼ 0.

Now we prove (2) ⇒ (3). Assume f ∼ 0, and h is its homotopy, that is, f =
∂Y h − h∂X . Then set N = C(1Y [1]) that is null, and note that N = Y [1] ⊕ Y

as underlying graded A-module and the differential is ∂N =

(
−∂Y 1
0 ∂Y

)
. The

natural projection p =
(
0 1

)
: Y [1] ⊕ Y → Y is easily seen to be a dg A-module

homomorphism. Consider q =

(
h
f

)
: X → Y [1]⊕ Y . Since(

−∂Y 1
0 ∂Y

)(
h
f

)
=

(
f − ∂Y h
∂Y f

)
=

(
h
f

)
∂X ,

q is a morphism in C(A). Finally, since we have f = pq, condition (3) holds. □

Lemma 3.7. Let

X
f //

a
��

Y

b��
X ′

f ′
// Y ′

be a commutative diagram in K(A). Then replacing Y with Y ⊕N where N is null,
there is a commutative square of the same form in C(A).

Proof. The commutativity in K(A) shows that f ′a ∼ bf . Then, by Lemma 3.6,
f ′a− bf : X → Y ′ factors through a null N ;

X
f ′a−bf //

q   A
AA

AA
A Y ′

N
p

>>||||||

Since f ′a− bf = pq, the following is commutative in C(A);

X

f
q


//

a
��

Y ⊕N(
b p

)
��

X ′
f ′

// Y ′

□

Exercise 3.8. Prove that every morphism in K(A) is represented by an admissible
monomorphism (resp. an admissible epimorphism).

Hint: If f : X → Y is a morphism in C(A), then
(
i
f

)
: X → C(1X) ⊕ Y is an

admissible monomorphism, wehre i : X → C(1X) is a natural injection.

Definition 3.9 (shift functor). Recall that [−1] : C(A) → C(A) is the (−1)-shift

functor that sends X
f // Y in C(A) to X[−1]

f [−1] // Y [−1] in C(A). It is easy
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to see that f ∼ g in C(A) if and only if f [−1] ∼ g[−1]. Therefore it naturally
induces the functor Σ : K(A)→ K(A), which we call the shift functor in K(A).

Definition 3.10 (triangle). Let

0 // L
p // M

q // N // 0

be an admissible short exact sequence in C(A). Then, by Theorem, 2.19 there is a
unique morphism r : N → ΣL in K(A), and thus the following diagram in K(A) is
uniquely determined by the admissible short exact sequence;

L
p // M

q // N
r // ΣL,

which we call a distinguished triangle in K(A).
Every diagram which is isomorphic to a distinguished triangle is called an exact

triangle or simply a triangle. 4

Theorem 3.11 (triangulated category). The homotopy category K(A) (with the
notion of shift and triangle) is a triangulated category, i.e. K(A) satisfies the fol-
lowing axioms TR1- TR4:

TR1 (i) X
1X // X // 0 // ΣX is a triangle for X ∈ K(A).

(ii) For any morphism f : X → Y in K(A), there is a triangle of the form

X
f // Y // Z // ΣX .

TR2 X
a // Y

b // Z
c // ΣX is a triangle if and only if Y

b // Z
c // ΣX

−Σa// ΣY is
a triangle.

TR3 For a diagram

X
a //

f

��

Y
b //

g

��

Z
c // ΣX

Σf

��
X ′ a′

// Y ′ b′ // Z ′ c′ // ΣX ′,

where the left square is commutative, there is a morphism h : Z → Z ′ that
makes the following diagram commutative;

X
a //

f

��

Y
b //

g

��

Z
c //

h
��

ΣX

Σf

��
X ′ a′

// Y ′ b′ // Z ′ c′ // ΣX ′

4As one can easily imagine, a “morphism between diagrams” is the sets of morphisms on each
object in the diagrams that commute with morphisms in the diagrams, and an “isomorphisms

between diagrams” is defined to be an invertible morphism between diagrams.
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TR4 (Octahedron axiom) Let

X // Y //

��

Z // ΣX

X // U //

��

V // ΣX

W

��
ΣY

be a diagram in K(A) whose rows and columns are triangles and whose left

square is commutative. Then there is a triangle Z // V // W // ΣZ that
makes the following diagram commutative;

X // Y //

��

Z //

��

ΣX

X // U //

��

V //

��

ΣX

W

��

W

��
ΣY // ΣZ

3.12 (Outline of proof). TR1(i) : 0 // X
1X // X // 0 // 0 is an admissible short

exact sequence. □
TR1(ii) : Let i : X → C(1X) be a natural injection. Then it is easily seen that(
i
f

)
: X → C(1X) ⊕ Y is an admissible monomorphism. Therefore there is an

admissible short exact sequence of the form;

0 // X

 i
f


// C(1X)⊕ Y // Z // 0.

Since C(1X) ∼= 0 in K(A), there is a triangle X
f / / Y // Z // ΣX . □

TR2 : Assume X
a // Y

b // Z
c // ΣX is a triangle. Without loss of generality we

may assume there is an admissible short exact sequence 0 // X
a // Y

b // Z // 0 .
By Theorem 2.19 we may also assume that Y = C(c) for c : Z → X[−1] and
a : X → Y = C(c) is a natural injection as an underlying graded A-module.
Then, by computation, one can show that C(a) ∼= Z. (Prove this as an exercise.)

Thus there is an admissible short exact sequence 0 // Y
b // Z

c // ΣX // 0 , and a

triangle Y
b // Z

c // ΣX
−Σa// ΣY . □
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TR3 : Using Lemma 3.7, we may assume that there is a commutative diagram
in C(A);

0 // X
a //

f

��

Y
b //

g

��

Z // 0

0 // X ′ a′
// Y ′ b′ // Z ′ // 0,

where both rows are admissible short exact sequences. It is obvious that the mor-
phism h : Z → Z ′ is induced.

TR4 : Using Lemma 3.7 and Excercise 3.8 we may assume that there is a com-
mutative diagram in C(A);

X // Y

��
X // U,

where all the morphism are admissible monomorphisms. Then we have the com-
mutative diagram;

0

��

0

��
0 // X // Y //

��

Z //

��

0

0 // X // U //

��

V //

��

0

W

��

W

��
0 0,

where all the rows and columns are admissible short exact sequences. □
Exercise 3.13. This is an exercise for a general triangulated category. Prove the
following questions only using the axioms TR1 - TR4.

Assume that X
a // Y

b // Z
c // ΣX is a triangle.

(1) Prove that ba = 0.
(2) For any morphism f : W → Y in K(A), if bf = 0, then there is g : W → X

with f = ag.
(3) For any object W ∈ K(A), the following induced sequence is exact (as abelian

groups);

HomK(A)(W,X) // HomK(A)(W,Y ) // HomK(A)(W,Z) // HomK(A)(W,ΣX)

(Using TR2 successively, we have a log exact sequence of infinite length.)
(4) There is a homology long exact sequence;

· · · // Hn(X) // Hn(Y ) // Hn(Z) // Hn−1(X) // · · ·

(Just notice that Hn(X) = HomK(A)(A,X[n]) for n ∈ N.)
(5) If c = 0 then Y ∼= X ⊕ Z in K(A).
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4. Semi-Free DG Modules

Let A be a dg R-algebra.

4.1. For an object X ∈ K(A), note from Remark 3.2 that HomK(A)(A,X) =
H0(X). More generally, it holds for any n ∈ Z that

HomK(A)(A[−n], X) = Hn(X).

As a dg A-module, A[−n] is free of rank one as a graded A-module with generator
e of degree n and ∂A[−n](e) = 0;

A[−n] = eA with |e| = n, ∂(e) = 0.

In this case, we have an equality ∂(ea) = edA(a) for any a ∈ A.

Definition 4.2. A dg A-module F ∈ C(A) is called a free dg A-module if F =⨿
λ eλA in C(A) with homogeneous free basis {eλ}λ∈Λ, that is, F ∼=

⊕
λ eλA is free

as an underlying graded A-module and ∂F (eλ) = 0 for λ ∈ Λ. Note in this case
that F ∼=

⨿
λA(−|eλ|).

Definition 4.3. A dg A-module F ∈ C(A) is called semi-free (abbreviation; sf) if
there exists an increasing filtration

0 = F−1 ⊆ F0 ⊆ F1 ⊆ · · · ⊆ Fi ⊆ Fi+1 · · · ⊆ F

of dg A-submodules such that F =
∪

i∈N Fi and each dg A-module Fi/Fi−1 is a
free dg A-module. See [3] or [5]. The filtration {Fi}i∈N is said to be a semi-free
filtration of the semi-free dg module F .

Note in this case that each natural sequence 0 // Fi−1
// Fi

// Fi/Fi−1
// 0

is an admissible short exact sequence for i ∈ N. Thus, for each i ∈ N, we can take
a subset Bi = {eiλi

| λi ∈ Λi} of Fi which gives a free basis of Fi/Fi−1. Then the
disjoint union B =

∪
i∈N Bi is a free basis of the underlying graded A-module F

and satisfies

∂F (Bn) ∈
∑
i<n

BiA. (4.3.1)

The set B is called a semi-free basis of the semi-free dg A-module F . Note that
a dg A-module is semi-free if and only if it has a semi-free basis, more precisely
saying, if a dg A-module F is free as an underlying graded A-module and if there
is a basis B =

∪
i∈N Bi that satisfies (4.3.1), then F is semi-free.

Lemma 4.4. The following are equivalent for F ∈ C(A).
(1) F is semi-free.
(2) F is free as an underlying graded A-module with basis {eλ|λ ∈ Λ} that is indexed

by a well-ordered set (Λ, <) and satisfies;

∂F (eλ) ∈
∑
µ<λ

eµA, (4.4.1)

for all λ ∈ Λ.

Proof. (1)⇒ (2): Assume F has a semi-free basis B =
∪

i∈N Bi that satisfies (4.3.1).
By the axiom of choice we can make each Bi a well-ordered set, then B is given the
well-order as the sum of ordinals B0 ⊔ B1 ⊔ B2 ⊔ · · · . Then the well-ordered set B
satisfies (4.4.1).
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(2) ⇒ (1): Assume we have a well-ordered free basis B = {eλ|λ ∈ Λ} satisfying
(4.4.1). We construct a subset En of B by induction on n: Starting from E−1 = ∅,
we set En = {e ∈ B| ∂F (e) ∈

∑
e′∈En−1

e′A}. Then it is an increasing sequence of

subsets;

E−1 = ∅ ⊂ E0 ⊂ E1 ⊂ · · · ⊂ En ⊂ · · · ⊂ B

and it satisfies that ∂(En) ⊂
∑

e∈En−1
eA for each n ∈ N. Set E =

∪
n∈N En. If

E = B then the subsets Bn = En\En−1 satisfy (4.3.1), and the proof is completed.
To show E = B, we prove eλ ∈ E by transfinite induction on λ ∈ Λ. If e0 is the
initial element, then ∂E(e0) = 0 by (4.4.1), and thus e0 ∈ E0 ⊂ E . Assume eµ ∈ E
for all µ < λ. By (4.4.1) we have ∂E(eλ) = eµ1

a1 + · · · + eµr
ar where µi < λ and

ai ∈ A for 1 ⩽ i ⩽ r. Since eµi
∈ E for 1 ⩽ i ⩽ r by induction hypothesis, taking

m ∈ N enough large we have eµi ∈ Em for 1 ⩽ i ⩽ r. Then eλ ∈ Em+1 by the
definition, hence eλ ∈ E as desired. □

Lemma 4.5. Let {Eλ | λ ∈ Λ} ⊂ C(A) be any set of semi-free dg A-modules. Then
the coproduct (direct sum)

⨿
λ∈ΛEλ is semi-free.

The lemma follows only from the definition. The proof is left to the reader as
an exercise.

Lemma 4.6. Let f : E → F be a morphism in C(A). Assume E and F are
semi-free. Then the mapping cone C(f) is also semi-free.

Proof. By Lemma 4.4, E (resp. F ) has a free basis {eλ| λ ∈ Λ} (resp. {e′λ′ | λ′ ∈ Λ′})
indexed by a well-ordered set that satisfies (4.4.1). Then the cone C(f) has a free
basis {eλ| λ ∈ Λ}

⊔
{e′λ′ | λ′ ∈ Λ′} as an underlying graded A-module. Note that

this basis is indexed by the well-ordered set Λ′ ⊔Λ (the sum of ordinals), and from
the definition of the mapping cone the indexed basis elements satisfy (4.4.1). □

Exercise 4.7. Let X1, X2, . . . be (maybe an infinite number of) variables over a
dg R-algebra A and let B be either a free extension A⟨X1, X2, . . .⟩ or a polynomial
extension A[X1, X2, . . .], which we can regard as a (right) dg A-module. Prove the
dg A-module B is semi-free.

Lemma 4.8. Let A be a non-negatively graded dg R-algebra and let M be a dg
A-module that is bounded below, i.e. there is an integer n0 such that Mn = 0 for
n < n0. Then, M is semi-free if and only if M is free as an underlying graded
A-module.

Proof. Assume thatM is free as an underlying graded A-module with homogeneous
basis B. Let n0 be the least degree |e| for e ∈ B. Then set Bi = {e| e ∈ B, |e| =
n0 + i} for i ∈ N. Since ∂M is of degree −1, it is easy to see that (4.3.1) holds. □

Exercise 4.9. Let R = k[t]/(t2) where k is a field. We consider R as a dg algebra
concentrated in degree zero. Let M =

⊕
i∈Z eiR be a free R-module with basis

{ei| i ∈ Z} with |ei| = i. Defining the differential ∂ on M by ∂(ei) = ei−1t for
i ∈ Z, we have a dg R-module (M,∂). Note that, as a complex over R, it can be

described as · · · // R
t // R

t // R
t // · · · . Then show that M is not semi-free,

even though it is free as underlying graded module. (Hint: Show H(M) = 0. Later
in 4.16 we shall show if F is semi-free and if H(F ) = 0 then F ∼= 0 in K(A). )
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Lemma 4.10. Let F ∈ C(A) be a semi-free dg A-module with semi-free filtration
{Fi|i ∈ N}. Then there is an admissible short exact sequence of the following form;

0 // ⨿
i∈N Fi

λ // ⨿
i∈N Fi

ρ // F // 0,

where λ maps


a0
a1
a2
a3
...

 to


a0

a1 − a0
a2 − a1
a3 − a2

...

, while ρ maps


b0
b1
b2
b3
...

 to
∑

i∈N bi.

Proof. One can verify that λ and ρ are commutative with the differentials, hence
they are dg A-module homomorphisms. It is also easy to verify that ρλ = 0, λ
is injective, and ρ is surjective, To show that it is exact at the middle term, let

β =

b0b1
...

 be an element of
⨿

i∈N Fi and assume ρ(β) =
∑

i∈N bi = 0. Then setting

α =


b0
b0 + b1
b0 + b1 + b2

...

 ,

we see that α is a well-defined element of
⨿

i∈N Fi and λ(α) = β. Hence the sequence

is exact. (Note that β =

a0a1
...

 is an element of
⨿

i∈N Fi if and only if ai ∈ Fi for

all i ∈ N and aj ̸= 0 only for a finite number of j ∈ N.)
Since F is free as an underlying graded A-module, the sequence is split as a

sequence of underlying graded A-modules, and hence it is an admissible short exact
sequence. □

Definition 4.11. Denote by Ksf (A) the full subcategory of K(A) consisting of all
the dg A-modules that are isomorphic to semi-free dg A-modules.

By definition an additive full subcategory U of a triangulated category T is called
a triangulated subcategory if U satisfies the following conditions;

(1) Let U ∈ T . Then U ∈ U if and only if ΣU ∈ U .
(2) Let X // Y // Z // ΣX be a triangle in T . If two of X,Y, Z belong to U

then all belong to U .
It is clear that a triangulated subcategory itself is a triangulated category. A
triangulated subcategory is said to be a localizing subcategory if it is closed under
taking coproducts. (See Definition 8.1 below.)

Theorem 4.12. Ksf (A) is a triangulated subcategory of K(A). More precisely
Ksf (A) is a localizing subcategory of K(A).

Proof. It is obvious that Ksf (A) satisfies the condition (1) above. Condition (2)

follows from Lemma 4.6. In fact if there is a triangle X
f // Y // Z // ΣX with
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X,Y ∈ Ksf (A), then Z ∼= C(f) in K(A), and hence Z ∈ Ksf (A) by Lemma 4.6.
Lemma 4.5 asserts that Ksf (A) ⊂ K(A) is closed under taking coproducts. □

Remark 4.13. The subcategory Ksf (A) ⊂ K(A) is a thick subcategory. (Recall
that ’thick’ means ’closed under direct summands’.) Actually Ksf (A) is a localizing
subcategory of K(A), and it is known that any localizing subcategory is thick. See
Remark 8.2.

Theorem 4.14. Ksf (A) is the smallest localizing subcategory of K(A) that contains
A. (Under the notation in Definition 8.1, this statement is simply denoted as
Ksf (A) = Loc(A).)

Precisely saying the following holds: Let U ⊂ K(A) be an additive full subcate-
gory. Assume the following conditions are satisfied:

(1) A ∈ U
(2) U is closed under shift functor; Y ∈ U if and only if ΣY ∈ U .
(3) U is closed under forming triangles; if there is a triangle Y // Z // W // ΣY

in K(A) and if two of Y, Z,W ∈ U then all belong to U .
(4) U is closed under coproducts; if Yj ∈ U for j ∈ J then

⨿
j∈J Yj ∈ U .

Then all the semi-free A-modules belong to U , i.e. Ksf (A) ⊂ U .

Proof. By (1)(2) and (4) all free dg A-modules are contained in U . Let F be a
semi-free dg A-module with semi-free filtration {Fi}i∈N. Starting from F0 that is
free, and using the condition (3) above, we can show that Fi ∈ U for each i ∈ N
by induction on i. Thus we have

⨿
i∈N Fi ∈ U by (4), hence using Lemma 4.10 and

the condition (3) above, we finally get F ∈ U . □

Theorem 4.15. Assume F ∈ K(A) is a semi-free dg A-module. If X ∈ K(A) is
acyclic (i.e. H(X) = 0), then HomK(A)(F,X) = 0.

This property of F is often called K-projective property. Thus the theorem says
that semi-free dg modules are K-projective.

Proof. For X ∈ K(A) and assume that H(X) = 0. We consider the full subcategory
U = ⊥⟨X⟩ of K(A) which is defined by

U = {Y ∈ K(A)| HomK(A)(Y,Σ
iX) = 0 for all i ∈ Z}.

It is almost trivial that the subcategory U ⊂ Ksf (A) satisfies the conditions (1) -
(4) in Lemma 4.14. Thus we have Ksf (A) ⊂ U . □

Corollary 4.16. Let F ∈ K(A) be semi-free. If H(F ) = 0 then F ∼= 0 in K(A).

Proof. By the theorem HomK(A)(F, F ) = 0, hence 1F ∼ 0. □

Corollary 4.17. Let F,X ∈ K(A) and assume that F is semi-free and H(X) = 0
(i.e. X is acyclic). Then the complex HomA(F,X) is also acyclic. (See Remark 3.2
for the definition of HomA(F,X).)

Proof. Hn(HomA(F,X)) = HomK(A)(F,Σ
−nX) = 0. □

Recall that a morphism f : X → Y in K(A) is said to be a quasi-isomorphism
(abbreviation; qis) if the homology mapping H(f) : H(X) → H(Y ) is an isomor-
phism of graded H(A)-modules.
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Corollary 4.18. Assume that F is a semi-free dg A-module. Then the functor
HomA(F,−) : C(A)→ C(R) preserves quasi-isomorphisms, that is, if f : X → Y is
a quasi-isomorphism in C(A), then HomA(F, f) : HomA(F,X)→ HomA(F, Y ) is a
quasi-isomorphism in C(R).

Proof. Take a mapping cone C(f) and we see H(C(f)) = 0 since f is a qis. Since
there is an admissible short exact sequence; 0→ Y → C(f)→ X[−1]→ 0, we have
an exact sequence in C(R);

0→ HomA(F, Y )→ HomA(F,C(f))→ HomA(F,X[−1])→ 0.

(Note, since F is free as an underlying graded A-module, HomA(F,−) keeps exact-
ness.) Since H(HomA(F,C(f))) = 0 by the previous corollary, it follows from the
homology long exact sequence that
H(HomA(F, f)) : H(HomA(F,X))→ H(HomA(F, Y )) is an isomorphism. □

Corollary 4.19. Let f : F → F ′ be a morphism in K(A) between semi-free dg
A-modules. If f is a quasi-isomorphism, then f is an isomorphism in K(A).

Proof. Take the mapping cone C(f), then it is semi-free and acyclic, hence C(f) ∼= 0
in K(A) by Corollary 4.16. Thus f is an isomorphism in K(A). □

Theorem 4.20 (semi-free resolution). For anyM ∈ K(A), there exists a morphism
f : F →M such that F is semi-free and f is a quasi-isomorphism. Such an F (or
f) is called a semi-free resolution of M .

To prove this theorem we need a lemma:

Lemma 4.21. Let M ∈ C(A).
(1) There exists a morphism f0 : F0 →M in C(A) where F0 is a free dg A-module

and H(f0) : H(F0)→ H(N) is surjective. (Call f0 homologically surjective.)
(2) Let f0 : F0 → M be a homologically surjective morphism in C(A). Then there

exists a sequence of morphisms G0
g0 // F0

f0 // M in C(A) where G0 is free

and H(G0)
H(g0)// H(F0)

H(f0)// H(M) // 0 is an exact sequence of graded H(A)-

modules.

Proof. (1) Note HomK(A)(A[−n],M) ∼= Hn(M) for n ∈ Z, and this isomorphism
is realized by sending g ∈ HomK(A)(A[−n],M) to [g(1)] ∈ Hn(M). Take a subset
{gnkn}kn in HomC(A)(A[−n],M) whose image in HomK(A)(A[−n],M) generates
Hn(M) as an H0(A)-module. Then consider the mapping gn :

⨿
kn
A[−n] → M

defined by {gnkn}kn . By construction Hn(gn) is surjective for each n. Now take
all the sum of gn for n ∈ Z, and f0 :=

∑
n gn :

⨿
n(
⨿

kn
A[−n]) → M satisfies the

required condition.
(2) follows from (1) by taking G0 → C(f0)[1] to be homologically surjective. □

4.22 (Proof of Theorem 4.20). By induction on n, we construct the following
diagram (4.22.1) in C(A) where the right squares are commutative as morphisms
in K(A) (not in C(A)), all in are admissible monos, and all the sequence H(Gn)→
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H(Fn)→ H(M)→ 0 are exact.

G0
g0 // F0

f0 //

i0
��

M

G1
g1 // F1

f1 //

i1��

L L L L L
M

...

��

...

Gn−1

gn−1 // Fn−1

fn−1 //

in−1

��

M

Gn
gn // Fn

fn //

��

K
K
K
K

M

...
...

(4.22.1)

First of all, applying Lemma 4.21, we get G0
g0 // F0

f0 // M in C(A) so that

H(G0)
H(g0)// H(F0)

H(f0)// H(M) // 0 is exact. Take the mapping cone of g0 and set

F1 = C(g0). Then there is an admissible short exact sequence in C(A);

0 // F0
i0 // F1

// G0[−1] // 0 . Note in particular that i0 is an admissible mono.

From the definition there is a triangle in K(A); G0
g0 // F0

i0 // F1
// G0[−1] . Since

H(f0g0) = H(f0)H(g0) = 0, and since G0 is free, it follows f0g0 = 0 as a mor-
phism F0 → M in K(A). Thus from the property of triangles there is a morphism

F1
f1 // M with f1i0 = f0 in K(A). Note that H(f1) is surjective, since so is

H(f0) = H(f1)H(i0). Then by Lemma 4.21 there is a morphism G1
g1 // F1 in

C(A) such that H(G1)
H(g1)// H(F1)

H(f1)// M // 0 is exact.

Now assume we have constructed the diagram (4.22.1) up to the (n− 1)th row;

Gn−1

gn−1// Fn−1

fn−1 // M . Then, take the mapping cone and set Fn = C(gn−1), and

we have an admissible short exact sequence; 0 // Fn−1

in−1 // Fn
// Gn−1[−1] // 0

and a triangle in K(A); Gn−1

gn−1// Fn−1

in−1 // Fn
// Gn−1[−1] . Since fn−1gn−1 = 0

in K(A), there is a morphism Fn
fn // M satisfying fnin−1 = fn−1 in K(A). Then

H(fn) is surjective as well as H(fn−1). Using Lemma 4.21 we have a sequence

Gn
gn // Fn

fn // M such that H(Gn)
H(gn)// H(Fn)

H(fn)// H(M) // 0 is exact. In such

a way the nth row of the diagram (4.22.1) is constructed.
Now we obtain a sequence of admissible monomorphisms:

F0
� � i0 // F1

� � i1 // F2
� � // · · · �

� // Fn−1
� � in // Fn

� � // · · ·

Set F =
∪∞

n=0 Fn. Since Fn/Fn−1
∼= Gn−1[−1] is a free dg A-module, the family

of dg submodules {Fn}n∈N of F gives a semi-free filtration, thus F is a semi-free
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dg A-module. The morphism f : F → M is now defined as its restriction onto
Fn equals fn for all n ∈ N. Then, since each H(fn) is surjective, we see that
H(f) : H(F )→ H(M) is surjective.

Now it remains to prove H(f) is injective as well. For this purpose let x ∈ F
be a cycle, and assume that the homology class [x] ∈ H(F ) is sent to 0 in H(M).
Since F is a union of Fn, there is an integer n with x ∈ Fn, and then the homology
class [fn(x)] = 0. Recalling that there is an exact sequence

H(Gn)
H(gn)// H(Fn)

H(fn)// H(M) // 0 , we can find a cycle y ∈ Gn that satisfies

[x] = [gn(y)] in H(Fn). Since H(Gn)
H(gn)// H(Fn)

H(in)// H(Fn+1) is also exact, it

follows that [in(x)] = 0. Thus in(x) is a boundary in F , therefore [x] = 0 as an
element of H(F ). □

Remark 4.23. Later in §9 we will prove Theorem 4.20 again. Actually the exis-
tence of semi-free resolution is a direct consequence of Brown representation theo-
rem. See 9.7.

Theorem 4.24 (Uniqueness of sf resolution). Let M ∈ K(A) and let p : F → M
and p′ : F ′ → M be semi-free resolutions of M . Then there is an isomorphism

φ : F
≃−→ F ′ in K(A) that makes the following diagram commutative;

F

φ

� �

p

''OO
OOO

O

M

F ′ p′

77pppppp

Proof. There is a diagram

F ′ p′
// M

q // C(p′) // ΣF ′

F

p

OO

whose row is a triangle in K(A). Since p′ is a quasi-isomorphism, it follows that
C(p′) is acyclic, that is, H(C(p′)) = 0. Then by Theorem 4.15 we have qp = 0.
Thus p factors through p′, i.e. there is φ : F → F ′ with p = p′φ. Then, since
H(p) = H(p′)H(φ), and since both H(p) and H(p′) are isomorphism, H(φ) is an
isomorphism as well, i.e. φ is a quasi-isomorphism. It thus follows from Corollary
4.19 that φ is an isomorphism in K(A). □

5. The Derived Category D(A)

In this section A is a general dg R-algebra.

Definition 5.1. (1) Let f : X → Y be a morphism in K(A). We say f is a quasi-
isomorphism if H(f) : H(X) → H(Y ) is an isomorphism of graded H(A)-
modules.

(2) For X,Y ∈ K(A), we denote the set of quasi-isomorphisms from X to Y by

Qis(X,Y ) = {f ∈ HomK(A)(X,Y )| f is a quasi-isomorphism} ⊂ HomK(A)(X,Y ).

Qis is a bifunctor K(A)×K(A)→ (Sets).
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Lemma 5.2. Qis is a saturated multiplicative system, that is, it satisfies the fol-
lowing conditions:

(1) If s, t ∈ Qis are composable, then st ∈ Qis. (That is, if s ∈ Qis(Y, Z) and
t ∈ Qis(X,Y ) then st ∈ Qis(X,Z).)

(2) Let s, t ∈ HomK(A) be composable and assume the composition st ∈ Qis. Then
s ∈ Qis if and only if t ∈ Qis.

(3) If s ∈ Qis then Σ±s ∈ Qis.

(4) Any diagram X
f // Y ′ Y

soo in K(A) where s ∈ Qis is embedded into the
pull-back diagram;

X
f // Y ′

X ′

t

OO

g
// Y

s

O O

where t ∈ Qis, i.e. ft = sg.
(The last equality is equivalent to s−1f = gt−1 in the fractional notation.

This means a left fraction can be described as right fraction.)

Proof. Proofs for (1) (2) and (3) are easy and left to the reader. For (4) we notice
from the octahedron axiom TR4 that there is a commutative diagram whose rows
and columns are triangles;

U U

X
f //

OO

Y ′ //

OO

Z

X ′
t

OO

g
// Y

s

OO

// Z

Since s is a quasi-isomorphism, we have H(U) = 0, hence t is also a quasi-
isomorphism. □

Definition 5.3 (derived category). The derived category D(A) of A is defined to
be the localization of K(A) by Qis;

D(A) = Qis−1K(A)
This means that objects of D(A) are the same as K(A) so that they are dg A-
modules, while the morphism set is defined as follows for X,Y ∈ D(A);

HomD(A)(X,Y ) = {s−1f | X
f // Y ′ Y

soo , s ∈ Qis}/ ≈
where ≈ is the equivalence relation generated by the following;

s−1f ≈ (us)−1(uf) for u ∈ Qis .

By diagrammatic description it means that(
X

f // Y ′ Y
soo

)
≈
(
X

f // Y ′ u // W Y ′uoo Y
soo

)
,

and that the morphisms in D(A) are the equivalence classes [s−1f ].
The composition of morphisms is defined as follows: For u, s ∈ Qis and g, h,

define [u−1g][s−1h] by [(tu)−1(fh)] where u ∈ Qis and g is taken so that gs−1 =
t−1f , see Lemma 5.2 (4).
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5.4. There is a natural functor ι : K(A)→ D(A) which is the identity mapping on
the object sets, and the mapping between Hom-sets are defined by localization;

HomK(A)(X,Y )→ HomD(A)(X,Y ); f 7→ ι(f) = [1−1f ]

for dg A-modules X,Y .

Remark 5.5. Let X be an object in K(A) and f : X → Y be a morphism in K(A).
(1) X ∼= 0 in D(A) if and only if H(X) = 0.
(2) We can naturally regard f as a morphism [1−1f ] in D(A). Then [1−1f ] = 0 if

and only if H(f) = 0.

5.6. J.-L.Verdier proved that the localization of a triangulated category by a multi-
plicative system again has the naturally induced structure of triangulated category.
As a result of his general theory, the derived category D(A) is a triangulated cate-
gory, in which the shift functor and the triangles come from K(A). Thus a triangle
in D(A) is just a diagram that is isomorphic in D(A) to a triangle in K(A). Recall
that all triangles in K(A) are given by admissible short exact sequences in C(A),
hence so are the triangles in D(A).

To give a concrete explanation for it, let 0 // L // M // N // 0 be an
admissible short exact sequence in C(A). Then we have a distinguished triangle

L // M // N // ΣL in K(A); see Definition 3.10. If there is a commutative
diagram

L //

��

M //

��

N //

��

ΣL

��
X // Y // Z // ΣX,

where the vertical arrows are isomorphisms in D(A), e.g. quasi-isomorphisms, then
the second row is a triangle in D(A). All the triangles in D(A) are obtained in this
way.

We call a functor between triangulated categories is a triangle functor if it pre-
serves the shift and the triangles. Note that the natural functor ι : K(A) → D(A)
defined in 5.4 is a triangle functor.

Exercise 5.7. Try to prove by yourself that D(A) is a triangulated category.

5.8. Recall that Ksf (A) is a triangulated subcategory of K(A) consisting of all semi-
free dg A-modules. Considering the restriction of the natural functor ι : K(A) →
D(A) on Ksf (A), we have the functor

ν := ι|Ksf (A) : Ksf (A)→ D(A).

Since the natural embedding functor Ksf ↪→ K(A) is a triangle functor, ν is also a
triangle functor.

Theorem 5.9. The functor ν : Ksf (A)→ D(A) gives category equivalence.

Proof. We prove that ν is dense, faithful and full.
[ν is dense.] First we have to show that ν yields a surjection onto the set of

isomorphism classes of objects of D(A).
Let X ∈ D(A) be any object, that is, X is a dg A-module. Then take a semi-free

resolution F → X of X, and we see that F ∈ Ksf(A) and ν(F ) ∼= X in D(A).
[ν is faithful.] Consider the mapping between Hom-sets induced by ν:

HomKsf (A)(X,Y )→ HomD(A)(X,Y ); f 7→ ν(f) = [1−1f ] (5.9.1)
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where X, Y are semi-free dg A-modules. We show this is injective.
Assume [1−1f ] = 0 in D(A). By the meaning of localization this is equivalent to

that tf = 0 in Ksf (A) for some t ∈ Qis:

X
f // Y

t // Y ′

Now taking the mapping cone C(t) of t, we have a diagram with the row being a
triangle;

X

f
��{{v

v
v

C(t)[1]
u // Y

t // Y ′ // C(t)

Since tf = 0, there is a morphism g : X → C(t)[−1] such that f = ug. Note that
H(C(t)[−1]) = 0 because t ∈ Qis. Thus by Theorem 4.15 we see that g = 0 in
K(A), hence f = ug = 0. This proves that ν is injective in (5.9.1).

[ν is full.] We show that the mapping ν in (5.9.1) is surjective. Let [s−1f ] be an
element of HomD(A)(X,Y ):

X
f // Y ′ Y

soo

Taking the mapping cone of s, we have the following diagram;

X
f
��~~~

~
~

Y
s // Y ′ v // C(s) // Y [−1]

Since H(C(s)) = 0 and since X is semi-free, it follows from Theorem 4.15 that
vf = 0 in K(A). Then there is a morphism g : X → Y in Ksf (A) such that f = sg.
Therefore, since s−1f = s−1(sg) ≈ 1−1g, we have ν(g) = [s−1f ]. □

6. Derived Equivalence

Throughout this section let φ : A→ B be a dg R-algebra homomorphism.

6.1. Given a (right) dg B-module X, we may consider X as a dg A-module through
φ, which we denote by X|A. More precisely, X|A is a (right) graded A-module X
on which the A-action is defined by xa = xφ(a) for x ∈ X, a ∈ A. Further we
define the differential on X|A by ∂X|A(x) = ∂X(x) for x ∈ X.

If f : X → Y is a dg B-module homomorphism, then it defines a dg A-module
homomorphism f |A : X|A → Y |A. Therefore we have a natural mapping;

HomC(B)(X,Y )→ HomC(A)(X|A, Y |A); f 7→ f |A
Summing up the above discussion we obtain the functor;

(−)|A : C(B)→ C(A)
This is a functor between abelian categories, and it preserves exact sequences.

It is easy to see that the functor (−)|A preserves the homotopy, i.e. if f ∼ g
then f |A ∼ g|A. Thus it induces the functor between homotopy categories;

(−)|A : K(B)→ K(A)
It is also trivial that (−)|A preserves the quasi-isomorphism, i.e. if f is a qis,

then so is f |A. Therefore it induces the functor between derived categories;

(−)|A : D(B)→ D(A)
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Note that the correspondence between the morphism sets;
HomD(B)(X,Y )→ HomD(A)(X|A, Y |A) is given by [s−1f ] 7→ [(s|A)−1(f |A)].

Exercise 6.2. Give precise proofs for all statements in the previous paragraph.

Exercise 6.3. Prove that the functors (−)|A (of all three types) preserve the
coproducts (or direct sums) and the products.(⨿

λ

Xλ

)∣∣∣∣∣
A

∼=
⨿
λ

(Xλ|A) ,

(∏
λ

Xλ

)∣∣∣∣∣
A

∼=
∏
λ

(Xλ|A)

6.4 (Caution). Let F ∈ Ksf (B) be a semi-free dg B-module. Notice that F |A is
not necessarily a semi-free dg A-module. Therefore the functor (−)|A : Ksf (A) →
Ksf (B) is not defined in general.

If B|A is semi-free, then F |A is semi-free for F ∈ Ksf (B). (Prove it!)

Definition 6.5. Let X ∈ C(A) be a right dg A-module and Y ∈ C(Aop) a left dg
A-module. Then the tensor product over R is the graded R-module;

X ⊗R Y =
⊕
n∈N

 ⊕
i+j=n

Xi ⊗R Yj


with the differential ∂X⊗RY (x ⊗ y) = ∂X(x) ⊗ y + (−1)|x|x ⊗ ∂Y (y) for x ∈ X,
y ∈ Y . Then

(
X ⊗R Y, ∂

X⊗RY
)
∈ C(R).

The tensor product over A is defined as the graded R-module;

X ⊗A Y = X ⊗R Y/(xa⊗ y − x⊗ ay | x ∈ X, y ∈ Y, a ∈ A)
with the differential ∂X⊗AY that is naturally induced from ∂X⊗RY .
Then

(
X ⊗A Y, ∂

X⊗AY
)
∈ C(R).

Remark 6.6. Let F be a semi-free right (resp. left) dg A-module.

If X // Y // Z // ΣX is a triangle in K(Aop) (resp. K(A)), then
F ⊗A X // F ⊗A Y // F ⊗A Z // Σ(F ⊗A X)

(resp. X ⊗A F // Y ⊗A F // Z ⊗A F // Σ(X ⊗A F ) ) is a triangle in K(R).

Lemma 6.7. Let F be a right semi-free dg A-module. Then the functor F ⊗A (−) :
C(Aop) → C(R) preserves quasi-isomorphisms, i.e. if f : X → Y in C(Aop) is a
quasi-isomorphism, then F ⊗A f : F ⊗A X → F ⊗A Y in C(R) is also a quasi-
isomorphism.

Similarly if G is a left semi-free dg A-module, then (−) ⊗A G : C(A) → C(R)
preserves quasi-isomorphisms.

Proof. Considering the mapping cone C(f), we only have to prove the following;

If H(X) = 0, then H(F ⊗A X) = 0.

The proof of this claim will be done in essentially the same way as the proof of
Theorem 4.15. Let X ∈ C(Aop) and assume that H(X) = 0. We consider

U = UX = {F ∈ K(A) | H(F ⊗A X) = 0}.
Then The following properties for U are easily verified:

(1) A ∈ U
(2) U is closed under shift functor; Y ∈ U if and only if ΣY ∈ U .
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(3) U is closed under taking triangles; if there is a triangle Y // Z // W // ΣY
in K(A) and if two of Y, Z,W ∈ U then all belong to U .

(4) U is closed under coproducts; if Yj ∈ U for j ∈ J then
⨿

j∈J Yj ∈ U .
Then it follows from Lemma 4.14 that Ksf (A) ⊂ U , hence H(F ⊗A X) = 0 for a
semi-free dg A-module F . □

Exercise 6.8. Assume A is a commutative dg R-algebra. Let F be a right semi-
free A-module and G be a left semi-free dg A-module. Then prove that F ⊗A G is
also a semi-free dg A-module. (Hint; Using Exercise 2.5, we see all left dg modules
are right dg modules. If F and G have semi-free bases {eλ} and {e′µ} respectively,
then F ⊗A G has a semi-free basis {eλ ⊗ e′µ}.)

Definition 6.9. Let X ∈ D(A) and Y ∈ D(Aop) and assume that F → X, G→ Y
are semi-free resolutions. Then it follows from Lemma 6.7 that the following are
quasi-isomorphisms;

F ⊗A Y ← F ⊗A G→ X ⊗A G

The derived tensor product X ⊗L
A Y ∈ D(R) is defined as the above object in D(R)

which is uniquely determined up to isomorphism, and is independent of semi-free
resolutions.

If W is a dg (A,B)-bimodule, then X ⊗L
A W ∈ D(B) is defined to be a dg

B-module F ⊗A W .
If f : X → Y is a morphism in D(A), then we take a commutative diagram

F

φ
��

// X

f��
G // Y

where F and G are semi-free resolutions of X and Y respectively. Then we define
the morphism f ⊗L

A Z in D(A) to be ν(φ⊗A Z) for Z ∈ D(Aop). Thus the functor
(−)⊗L

A Z : D(A)→ D(R) is defined for Z ∈ D(Aop). .
In case that W is a dg (A,B)-bimodule, (−)⊗L

AW is the functor D(A)→ D(B).

6.10. Let F ∈ C(A) be a semi-free dg A-module. Recall from Lemma 4.4 that
F is free as an underlying graded A-module with basis {eλ|λ ∈ Λ} indexed by a
well-ordered set Λ and satisfies; ∂F (eλ) =

∑
µ<λ eµaµλ for λ ∈ Λ, where aµλ ∈ A.

Then the tensor product F⊗AB is the dg B-module that is free as an underlying
graded B-module with basis {eλ ⊗ 1|λ ∈ Λ} and satisfies;

∂F⊗AB(eλ ⊗ 1) =
∑
µ<λ

(eµ ⊗ 1)φ(aµλ)

for λ ∈ Λ. Therefore F ⊗A B is a semi-free dg B-module.
If f : F → G is a dg A-module homomorphism of semi-free dg A-modules,

then the dg B-module homomorphism f ⊗A B : F ⊗A B → G ⊗A B is naturally
defined (as is the dg B-module homomorphism that maps the base element eλ ⊗ 1
to f(eλ)⊗ 1). If f ∼ 0 via a homotopy h, then it is easy to see that f ⊗A B ∼ 0 as
a dg B-module homomorphism via h⊗A B. Hence the homotopy class [f ⊗A B] is
uniquely determined by the homotopy class [f ].

In such a way we obtain the functor;

(−)⊗A B : Ksf (A)→ Ksf (B).
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Exercise 6.11. Show that (−)⊗AB is a triangle functor. (Hint; The tensor product
of an admissible short exact sequence of dg A-modules with B is admissible over
B.)

Definition 6.12 (derived tensor product). The derived tensor functor (−) ⊗L
A

B : D(A) → D(B) is defined as the functor that makes the following diagram
commutative;

D(A)
(−)⊗L

AB // D(B)

Ksf (A)
(−)⊗AB //

νA

OO

Ksf (B)

νB

OO

(Note that the vertical arrows are category equivalences and the lower right arrow
is defined so that (−) ⊗L

A B is uniquely defined.) Precisely saying if X ∈ D(A)
then take a semi-free resolution F → X and we obtain X ⊗L

A B = νB(F ⊗A B). If
f : X → Y is a morphism in D(A), then we take a commutative diagram

F

φ
��

// X

f��
G // Y

where F and G are semi-free resolutions of X and Y respectively. Then we have
f ⊗L

A B = νB(φ⊗A B).

Exercise 6.13. Prove A⊗A B ∼= B in Ksf (B). Prove A⊗L
A B
∼= B in D(B).

Exercise 6.14. Prove (
⨿

λXλ)⊗L
A B
∼=
⨿

λ

(
Xλ ⊗L

A B
)
.

6.15. Let M be a dg B-module, and let F be a semi-free dg A-module with semi-
free basis {eλ}λ∈Λ where the differential is described as ∂F (eλ) =

∑
µ<λ eµaµλ with

aµλ ∈ A.
Recall from Remark 3.2 that HomgrA-mod(F,M |A)n is the set of all graded A-

module homomorphism from F to M |A of degree n, and

HomA(F,M |A) =
⊕
n∈Z

HomgrA-mod(F,M |A)n

is a chain complex of R-modules with the differential that is defined by

∂Hom(f) := ∂Mf − (−1)nf∂F ∈ HomgrA-mod(F,M |A)n−1

for f ∈ HomgrA-mod(F,M |A)n. Since F is A-free with basis {eλ}λ∈Λ, an element
f ∈ HomgrA-mod(F,M |A)n is determined by the images f(eλ) ∈ M|eλ|+n for λ ∈
Λ. Hence HomgrA-mod(F,M |A)n ∼=

∏
λM|eλ|+n as R-modules, and the differential

∂Hom is described as∏
λ

M|eλ|+n ∋ (mλ)λ 7→

∂M (mλ)−
∑
µ<λ

mµaµλ


λ

∈
∏
λ

M|eλ|+n−1

Since F ⊗AB is a graded free B-module with basis {eλ⊗1}λ∈Λ and the differential
is ∂F⊗AB(eλ ⊗ 1) =

∑
µ<λ(eµ ⊗ 1)aµλ with the same aµλ ∈ A as above, we can

see that the chain complex HomgrB-mod(F ⊗A B,M) is identical with the chain
complex above. Therefore we have a chain isomorphism of R-chain complexes;

HomA(F,M |A) ∼= HomB(F ⊗A B,M) (6.15.1)
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Now taking the cycles of these complexes we have a natural isomorphism of R-
modules (cf. Remark 3.2);

HomC(B)(F ⊗A B,M) ∼= HomC(A)(F,M |A). (6.15.2)

Exercise 6.16. Under the above notation, show the equality;∑
ν<µ<λ

aνµaµλ + (−1)|eν |aνλ = 0

holds for all ν < λ. (Hint; ∂F (∂F (eλ)) = 0.)

Taking the homology of both sides in (6.15.1) we also have the following lemma.

Lemma 6.17. Let F be a semi-free dg A-module and let M be a dg B-module.
Then there is a natural isomorphism of R-modules;

HomK(B)(F ⊗A B,M) ∼= HomK(A)(F,M |A).

The following theorem is a direct consequence of this lemma. It is called the
adjoint formula (or the adjunction formula).

Theorem 6.18. For any X ∈ D(A) and Y ∈ D(B), we have a natural isomorphism
of R-modules;

HomD(B)(X ⊗L
A B, Y ) ∼= HomD(A)(X,Y |A).

In other words,
(−)⊗L

A B : D(A) ⇄ D(B) : (−)|A
(or ((−)⊗A B, (−)|A)) is an adjoint pair.

Proof. Replacing X and Y with their semi-free resolutions, we can easily prove the
formula from the previous lemma. □

The following is the main theorem of this section, which asserts that “a quasi-
isomorphism of dg algebras induces derived equivalence”.

Theorem 6.19. Let φ : A→ B be a dg R-algebra homomorphism. Assume that φ

is a quasi-isomorphism, i.e. H(φ) : H(A)
≃−→ H(B) is an isomorphism of graded

R-algebras. Then the functors (−)⊗L
AB : D(A)→ D(B) and (−)|A : D(B)→ D(A)

give equivalences of categories. They are triangle equivalences, and quasi-inverses
each other.

Proof. Assume in the following that the dg R-algebra homomorphism φ : A → B
is a quasi-isomorphism. We prove Theorem 6.19 step-by-step.

(i) For a semi-free dg A-module F , a dg A-module homomorphism;

fF : F → (F ⊗A B)|A; x 7→ f(x) = x⊗ 1

is a qis.

In fact, φ : A→ B is a qis as left dg A-module homomorphism. It then follows
from Lemma 6.7 that 1F ⊗φ : F = F ⊗AA→ F ⊗AB is also a qis of dg R-modules.
Note that this maps x ∈ F to x⊗1, hence it is a right dg A-module homomorphism
and 1F ⊗ φ = fF . Since we have shown H(fF ) : H(F ) → H((F ⊗A B)|A) is a
bijection, fF is a qis as a right dg A-module homomorphism.

(ii) For any X ∈ D(A), the natural morphism in D(A);
α : X → (X ⊗L

A B)|A; x 7→ α(x) = x⊗ 1
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is an isomorphism in D(A).

Let p : F → X be a semi-free resolution in C(A). Then there is a commutative
diagram in D(A);

F

p

��

fF // (F ⊗A B)|A

(p⊗1B)|A
��

X
α // (X ⊗L

A B)|A

where fF is a qis by step (i), and vertical arrows are isomorphisms in D(A). There-
fore α is an isomorphism as well.

(iii) For any Y ∈ D(B), the natural morphism in D(B);

β : (Y |A)⊗L
A B → Y ; y ⊗ b 7→ yb

is an isomorphism in D(B).

For the proof of (iii), we first remark that, for any dg B-module N , there is
a natural mapping µN : N |A ⊗A B → N that is defined as µN (x ⊗ b) = xb for
x⊗ b ∈ N |A ⊗A B. Note µN is a (right) dg B-module homomorphism.

Given Y ∈ D(B), we take a semi-free resolution p : G → Y as a dg B-module,
and take a semi-free resolution q : F → G|A as a dg A-module. (Notice that G|A is
not necessarily semi-free.) Note that the composition

(p|A) ◦ q : F
q // G|A

p|A // Y |A

is a semi-free resolution of Y |A. Then there is a commutative diagram in C(A);

F
fF

uujjjj
jjjj

jjjj
jjjj

jj
q

((RR
RRR

RRR
RRR

RRR
RRR

(F ⊗A B)|A
(q⊗1)|A

// (G|A ⊗A B)|A µG|A

// G|A

This is actually commutative, since(
µG|A ◦ (q ⊗ 1)|A ◦ fF

)
(x) = µG|A ◦ (q ⊗ 1)|A(x⊗ 1) = µG|A(q(x)⊗ 1) = q(x)

for x ∈ F . Since fF and q are qis’s, the composition µG|A ◦ (q ⊗ 1)|A is also a qis.
Now consider the right dg B-module homomorphism ψ : F ⊗A B → G defined by
ψ(x ⊗ b) = µG(q(x) ⊗ b) = q(x)b for x ⊗ b ∈ F ⊗A B. Then we can easily see the
equality ψ|A = µG|A ◦ (q ⊗ 1)|A, hence ψ|A is a qis, that is, H(ψ|A) = H(ψ) is a
bijection. Therefore ψ is a qis as well, which induces the isomorphism in D(B);

β : Y |A ⊗L
A B

≃−→ Y

(iv) The functors (−)⊗L
A B and (−)|A are dense functors.

This is a consequence of steps (ii) and (iii).

(v) The functor (−)⊗L
A B is a full and faithful functor; i.e.

HomD(A)(X,X
′)

≃−→ HomD(B)(X ⊗L
A B,X

′ ⊗L
A B) for X,X ′ ∈ D(A).
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This is also a consequence of (ii), since the mapping between Hom sets is the
composition

HomD(A)(X,X
′)→ HomD(A)(X, (X

′ ⊗A B)|A)→ HomD(B)(X ⊗L
A B,X

′ ⊗L
A B)

where the first map is HomD(A)(X,α), and the second is the adjoint formula, both
of which are bijective.

(vi) The functor (−)|A is a full and faithful functor; i.e.

HomD(B)(Y, Y
′)

≃−→ HomD(A)(Y |A, Y ′|A) for Y, Y ′ ∈ D(B).

We omit the proof and we leave it to the reader, since it is similar to (v) but
using (iii).

By (iv), (v), (vi) both functors give equivalences of categories. Finally, since the
pair

(
(−)⊗L

A B, (−)|A
)
is an adjoint pair, and since both functors are equivalences,

they are quasi-inverses each other. □

Corollary 6.20. Let R ↠ S be a surjective ring homomorphism of commutative
Noetherian rings. Let A→ S be either a Tate resolution or an Avramov resolution
of S over R. (See Theorems 1.21, 1.24.) Then there is a category equivalence
D(A) ≃ D(S).

Note that the derived equivalence D(A) ≃ D(S) means that all homological
properties over S hold over A as well. In this sense the homological algebra over S
is identical with that over A.

7. Compact Objects

In this section C is an additive category5 which admits infinite coproducts.

Definition 7.1. An object C ∈ C is said to be compact if for any set {Xλ} of
objects in C, the natural map⨿

λ

HomC(C,Xλ) −→ HomC(C,
⨿
λ

Xλ)

is bijection, where the coproduct in the left-hand side is coproduct (direct sum) of
abelian groups.

The case of module categories: In the meantime we consider compact objects
in module categories. In this subsection, C = Mod -A denotes the category of right
A-modules where A is a (not necessarily commutative) ring.

7.2. An object C ∈ Mod -A is compact if and only if, for any subset {Xλ}λ∈Λ ⊂
Mod -A and for any homomorphism f : C →

⨿
λXλ =

⊕
λXλ, the image f(C) is

contained in finite coproduct
⊕n

i=1Xλi
for some λ1, . . . , λn ∈ Λ.

7.3. Every finitely generated A-module is compact in Mod -A.
This is a result of the previous paragraph.

5A category is said to be additive if (i) Hom sets are abelian groups and the compositions of
morphisms are abelian group homomorphisms, (ii) it admits finite products and finite coproducts

that coincide each other.
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7.4. Let L↠M be an epimorphism in Mod -A. If L is compact, then so is M .
This also follows from 7.2. Thus the compact property inherits to quotients, but

not to submodules in general.

7.5. Let A be (right) Noetherian and let C ∈ Mod -A be compact. Then we have

ExtiA(C,
⊕
λ

Xλ) ∼=
⊕
λ

ExtiA(C,Xλ)

for all i ∈ N and any set {Xλ} ⊂ Mod -A.

Proof. Take injective resolutionsXλ → I•λ for each λ. Then
⊕

λXλ →
⊕

λ I
•
λ is also

an injective resolution, since a direct sum of injective modules over a Noetherian ring
is injective. Since C is compact, we have a chain isomorphism HomA(C,

⊕
λ I

•
λ)
∼=⊕

λ HomA(C, I
•
λ). Taking the cohomology of these chain complexes, we have the

assertion. □

7.6. Let N ↪→ L be a monomorphism in Mod -A. Assume A is a right Noetherian
ring. If L is compact, then so is N .

Proof. Consider the short exact sequence 0 → N → L → M → 0, where L and
M = L/N are compact by 7.4. Then for any set {Xλ} ⊂ Mod -A, we have a
commutative diagram by 7.5;

⊕
λ HomA(M,Xλ) //

∼=

��

⊕
λ HomA(L,Xλ) //

∼=

��

⊕
λ HomA(N,Xλ) //

��

⊕
λ Ext1A(M,Xλ) //

∼=

��

⊕
λ Ext1A(L,Xλ)

∼=

��
HomA(M,

⊕
λ Xλ) // HomA(L,

⊕
λ Xλ) // HomA(N,

⊕
λ Xλ) // Ext1A(M,

⊕
λ Xλ) // Ext1A(L,

⊕
λ Xλ)

The assertion follows from 5-lemma. □

7.7. Assume A is a right Noetherian ring. Then an A-module M is compact in
Mod -A if and only if M is finitely generated.

Proof. Suppose M is compact but not finitely generated, and take an infinite se-
quence x1, x2, . . . of elements of M so that xi+1 ̸∈ (x1, . . . , xi)A =:Mi for all i ∈ N.
Set N =

∪
i∈NMi and notice that N is compact, since N is a submodule of compact

M . Consider the natural map f : N →
⊕

i∈NN/Mi. Since N is compact, the image
f(N) is contained in a finite direct sum. It means that N/Mi = (0) for sufficiently
large i, hence N =Mi =Mi+1 a contradiction. □

Exercise 7.8. Let Top be the category of topological spaces with continuous func-
tions as morphisms. What are the compact objects in Top? Are compact topolog-
ical spaces compact in the sense of Definition 7.1? (Maybe No!)

The case of triangulated categories: In this subsection, let T be a triangulated
category that admits any coproducts, e.g. T = K(A),Ksf (A) or D(A).

Lemma 7.9. Let X // Y // Z // ΣX be a triangle in T .
(1) If X,Y are compact in T , then so is Z.
(2) If X is compact in T , then so are ΣnX for all n ∈ Z.
(3) If X is compact in T , then any direct summand of X is compact.
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Proof. For any set of objects {Xλ} ⊂ T , note that

HomT (Σ
−1X,Xλ) ∼= HomT (X,ΣXλ) and

⨿
λ

(ΣXλ) ∼= Σ

(⨿
λ

Xλ

)
.

The assertion (2) follows from these isomorphisms. For (1) note that there is a
commutative diagram of abelian groups with exact rows;
⨿

λ HomT (ΣY,Xλ) //

∼=

��

⨿
λ HomT (ΣX,Xλ) //

∼=

��

⨿
λ HomT (Z,Xλ) //

��

⨿
λ HomT (Y,Xλ) //

∼=

��

⨿
λ HomT (X,Xλ)

∼=

��
HomT (ΣY,

⨿
λ Xλ) // HomT (ΣX,

⨿
λ Xλ) // HomT (Z,

⨿
λ Xλ) // HomT (Y,

⨿
λ Xλ) // HomT (X,

⨿
λ Xλ)

which together with the 5-lemma proves (2). The proof of (3) is left to the reader.
□

Definition 7.10. The full subcategory of T consisting of all compact objects is
denoted by T c:

T c = {C ∈ T | C is compact} ⊂ T
The previous lemma states that T c is a thick subcategory of T (i.e. = a triangulated
subcategory that is closed under direct summands).

Remark 7.11. Recall from Theorem 5.9 that there is a category equivalence ν :
Ksf (A) → D(A). It is not difficult to see that the functor ν preserves coproducts;
ν (
⨿

λXλ) ∼=
⨿

λ ν(Xλ). Therefore we can show that F ∈ Ksf (A) is compact if
and only if ν(F ) ∈ D(A) is compact. In particular, we have a category equivalence;(
Ksf (A)

)c ≃ D(A)c.
Definition 7.12. A semi-free dg A-module F ∈ Ksf (A) is called perfect if it
has a finite semi-free basis, more precisely saying, F satisfies one of the following
equivalent conditions;

(1) There is a finite sequence of dg submodules;

0 = F−1 ⊂ F0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn = F

such that each Fi/Fi−1 is a finite free dg A-module for 0 ⩽ i ⩽ n.
(2) There is a finite free basis {e1, e2, . . . , em} of F as an underlying free A-module

which satisfies ∂F (e1) = 0 and ∂F (ei) ∈
∑i−1

j=1 ejA for 2 ⩽ i ⩽ m.

Lemma 7.13. If F ∈ Ksf (A) is perfect, then F is compact in Ksf (A).

Proof. Remark that the free dg A-module A is compact in Ksf (A), since
HomK(A)(A,X) ∼= H0(X) and H0 commutes with direct sums. It then follows from
Lemma 7.9 that all perfect dg modules are compact. □

Remark 7.14. A direct summand of a perfect dg A-module is not necessarily per-
fect. So the subcategory consisting of all perfect modules is not a thick subcategory.

For example, let R = k[x]/(x(x − 1)) be a commutative ring where k is field.
Note that R ∼= R/(x)×R/(x−1) as a ring, hence as an R-module. Therefore R/(x)
is a direct summand of R, but it is not perfect in D(R) by the following reason:
The R-module R/(x) has an R-free resolution;

· · · // R
x−1// R

x // R
x−1// R

x // R // R/(x) // 0
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Thus considering a semi-free dg R-module F =
⊕∞

i=0 eiR with ∂(ei) = ei−1x for
odd i and ∂(ei) = ei−1(x − 1) for even i, we see that there is a qis F → R/(x) in
C(R), hence F ∼= R/(x) in D(R). Thus F is a direct summand of the free module
R as an object in Ksf (R). However F requires infinite elements as its free basis,
and F is not perfect. (The point is that R/(x) is a projective R-module but does
not have a finite R-free resolution.)

This example also shows that ‘compact’ does not necessarily imply ‘perfect’.
Actually F is compact but not perfect in Ksf (R).

Theorem 7.15. A semi-free dg A-module is compact in Ksf (A) if and only if it is
a direct summand of a perfect dg A-module.

Proof. The “if” part follows from Lemmas 7.13 and 7.9.
To prove the “only if” part, let C ∈ Ksf (A) be a compact object. Since C is

semi-free, it has a semi-free filtration;

0 = F−1 ⊂ F0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn ⊂ · · · ⊂ C =
∪
i∈N

Fi,

where each Fn/Fn−1 is a free dg A-module. First of all we claim:

(1) There is an integer n ∈ N such that C is a direct summand of Fn in Ksf (A).

To prove this let pn : C ↠ C/Fn be the natural projection for n ∈ N, and let
p : C →

⨿
i∈N C/Fn be a morphism in C(A) defined by p(x) = (pn(x))n∈N for

x ∈ C. Since, for each x ∈ C, there is an integer n0 ∈ N such that pn(x) = 0 for
n ⩾ n0, the dg A-module homomorphism p is well-defined. Since C is compact, we
have an isomorphism

HomKsf (A)(C,
⨿
i∈N

C/Fn) ∼=
⨿
i∈N

HomKsf (A)(C,C/Fn),

which corresponds p to (pn)n∈N. Therefore pn = 0 in Ksf (A) for large integer

n. Thus the triangle Σ−1(C/Fn) → Fn → C
pn−→ C/Fn splits, and C is a direct

summand of Fn in Ksf (A).

As the second step of proof we prove the following slightly general assertion.

(2) Let 0 = F−1 ⊂ F0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn be part of semi-free filtration of
any dg A-module, and let f : C → Fn be any morphism in Ksf (A). Then there is
a sequence of perfect modules;

0 = F ′
−1 ⊂ F ′

0 ⊂ F ′
1 ⊂ · · · ⊂ F ′

n−1 ⊂ F ′
n

where

(i) each F ′
i is a dg submodule of Fi and the inclusion mapping F ′

i ↪→ Fi is an
admissible mono for 1 ⩽ i ⩽ n,

(ii) the sequence is a semi-free filtration of F ′
n,

(iii) each F ′
i is a graded finite free A-module as an underlying graded A-module,

and f factors through the natural inclusion in : F ′
n ↪→ Fn, that is, there is a

morphism f ′ : C → F ′
n with f = in ◦ f ′.

If claim (2) is proved, then the splitting monomorphism C ↪→ Fn whose existence
has been proved in claim (1) factors through a perfect dg A-module F ′

n, hence C
is a direct summand of F ′

n. And we complete proving the theorem.

Now we prove claim (2) by induction on n.
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If n = 1, then F1 is a free dg A-module, that is, F1 =
⨿

λ∈ΛA[aλ] with

aλ ∈ Z. Since C is compact in Ksf (A), we have HomKsf (A)(C,
⨿

λA[aλ])
∼=⨿

λ HomKsf (A)(C,A[aλ]), which means that the morphism f : C → F1 factors

through a finite free module F ′
1 =

⨿m
i=1A[aλi

] for some λ1, . . . , λm ∈ Λ, and so we
are done.

Assume n ⩾ 2. Since Fn/Fn−1 is a free dg module, as in the same way as

the n = 1 case, we can show that the morphism C
f−→ Fn ↠ Fn/Fn−1 factors

through a finite free sumbodule of Fn/Fn−1, which we denote by F ′
n/Fn−1 for a

direct summand F ′
n ⊂ Fn. Replacing Fn with F ′

n, we may assume Fn/Fn−1 is a

finite free dg A-module. Take the mapping cone of C
f−→ Fn ↠ Fn/Fn−1 we have a

commutative diagram

C ′ //

f ′

��

C //

f

��

Fn/Fn−1
// ΣC ′

Σf ′

��
Fn−1

// Fn
// Fn/Fn−1

// ΣFn−1

where the rows are triangles in Ksf (A) and f ′ is the induced morphism by f . Since
both C and Fn/Fn−1 are compact, C ′ is also compact. Then we can apply the
induction hypothesis to f ′, and we find a sequence 0 = F ′

−1 ⊂ F ′
0 ⊂ F ′

1 ⊂ · · · ⊂
F ′
n−2 ⊂ F ′

n−1, where there is an admissible mono F ′
n−1 ↪→ Fn−1 and f ′ factors

through F ′
n−1. Now take a dg submodule F ′

n ⊂ Fn so that the inclusion F ′
n ↪→ Fn

is an admissible mono and there is a short exact seqeunce 0 → F ′
n−1 → F ′

n →
Fn/Fn−1 → 0. Then it is obvious that f factors through Fn and the proof is
completed. □

8. Generators

Definition 8.1. Let T be a triangulated category that admits infinite coproducts.

(a) A full subcategory L ⊂ T is called localizing if it is a triangulated subcategory
and closed under coproducts; more precisely saying, L satisfies the following
conditions:
(1) X ∈ L if and only if ΣX ∈ L.
(2) Let X // Y // Z // ΣX be a triangle in T . If X,Y ∈ L then Z ∈ L.
(3) If {Xλ}λ ⊂ L then

⨿
λXλ ∈ L.

(b) Let T ∈ T be an object. We denote by Loc(T ) the smallest localizing subcat-
egory of T that contains T . (Since the intersection of localizing subcategories
is again localizing, the smallest one exists.) The subcategory Loc(T ) is called
a localizing subcategory of T generated by T .

Remark 8.2. Note that a localizing subcategory is a thick subcategory, i.e. closed
under direct summands.

In fact, assume L is a localizing subcateogry of T and assume X = X1⨿X2 ∈ L
where X1, X2 ∈ T . Since L is closed under coproducts, the infinite sum Y :=
X ⨿X ⨿X ⨿ · · · belongs to L. Note that there is an isomorphism

Y = (X1 ⨿X2)⨿ (X1 ⨿X2)⨿ · · · ∼= X1 ⨿ (X2 ⨿X1)⨿ (X2 ⨿X1)⨿ · · · = X1 ⨿ Y,

and hence a triangle Y → Y → X1 → ΣY . It follows that X1 ∈ L, since L is closed
under making triangles.
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Definition 8.3. Let T be a triangulated category that admits infinite coproducts.
Let {Xi}i∈N be a set of objects indexed by N and assume there are morphisms
fi : Xi → Xi+1 for all i ∈ N. Then the colimit of {Xi, fi}i∈N denoted by colimXi

is defined as the mapping cone of the morphism⨿
i∈NXi

Φ // ⨿
i∈NXi ; (x1, x2, x3, . . .) 7→ (x1, x2 − f1(x1), x3 − f2(x2), . . .) .

There is a triangle in T ;

Σ−1(colimXi) // ⨿
i∈NXi

Φ // ⨿
i∈NXi

// colimXi (8.3.1)

Lemma 8.4. A localizing subcategory is closed under taking colimits.

Proof. The lemma asserts that if L ⊂ T is a localizing subcategory, then colimXi ∈
L whenever {Xi} ⊂ L. This is true; because

⨿
i∈NXi ∈ L, and then the middle

two terms in the triangle (8.3.1) belong to L, hence so does colimXi. □

Remark 8.5. Let F ∈ Ksf (A) be a semi-free dg A-module and let F0 ⊂ F1 ⊂
· · · ⊂ Fn ⊂ · · · be a semi-free filtration of F . Then it follows from Lemma 4.10
that F = colimFn.

The following lemma will be useful later.

Lemma 8.6. Let T be a triangulated category that admits infinite coproducts and
C ∈ T be an object. Given a sequence of morphisms in T ;

X1
f1 // X2

f2 // · · · // Xn
fn // Xn+1

// · · · ,

we get an inductive system of abelian groups;

HomT (C,X1)
(f1)∗ // HomT (C,X2)

(f2)∗ // HomT (C,X3)
(f3)∗ // · · · ,

where (fi)∗ denotes HomT (C, fi) for i ∈ N. If C is compact, then there is an
isomorphism of abelian groups;

HomT (C, colimXi) ∼= lim−→HomT (C,Xi),

where the right-hand side is the inductive limit of the above inductive system.

Proof. Set L = colimXi. It follows from the definition of colimits that there is a
long exact sequence of abelian groups;

· · · // HomT (C,
⨿

i Xi) // HomT (C,
⨿

i Xi) // HomT (C,L) // HomT (C,Σ
⨿

i Xi) // · · ·

Since C is compact, the long exact sequence is described as:

· · · // ⨿
i HomT (C,Xi)

Φ∗ // ⨿
i HomT (C,Xi) // HomT (C,L) // ⨿

i HomT (C,ΣXi)
Φ∗ // · · · ,

where Φ∗ maps (ai)i to (a1, a2 − f1 ◦ a1, a3 − f2 ◦ a2, . . .). We show that Φ∗ is
an injective mapping. In fact, if Φ∗((ai)i) = 0, then a1 = 0, a2 = f1 ◦ a1 = 0,
a3 = f2 ◦ a2 = 0, . . ., hence (ai)i = 0. Therefore the above long sequence is just a
collection of short exact sequences of abelian groups;

0 // ⨿
i HomT (C,Σ

nXi)
Φ∗ // ⨿

i HomT (C,Σ
nXi) // HomT (C,Σ

nL) // 0 (n ∈ Z).

Hence from the definition of inductive limit, just looking at the case n = 0, we have
HomT (C,L) ∼= lim−→HomT (C,Xi). □



36 YUJI YOSHINO

Definition 8.7. Let T be a triangulated category that admits infinite coproducts.

(1) An object G ∈ T is said to be a classical generator of T if Loc(G) = T .
(2) An object G ∈ T is said to be a generator of T if it satisfies the condition;

(♯) For X ∈ T , if HomT (Σ
nG,X) = 0 for all n ∈ Z, then X = 0 in T .

Lemma 8.8. All classical generators are generators.

Proof. Let G ∈ T be a classical generator of T , and assume that HomT (Σ
nG,X) =

0 (∀n ∈ Z) for X ∈ T . We want to show X = 0. Consider the full subcategory of
T ;

UX = {Y ∈ T | HomT (Σ
nY,X) = 0 (∀n ∈ Z)}

It is easy to see that UX ⊂ T is localizing and G ∈ UX . Hence UX = Loc(G) = T ,
in particular, HomT (X,X) = 0. Therefore X = 0 in T . □

Exercise 8.9. In general, generators are not necessarily classical generators. Give
an example.

The most profound result for generation problem of triangulated categories is the
following theorem, whose proof will be given in the proof of Brown representation
theorem in the next section.

Theorem 8.10. Let T be a triangulated category that admits infinite coproducts.
Then every compact generator of T is a classical generator.

In the theorem ‘compact generator’ means an object of T that is a generator
and compact simultaneously.

9. Brown representation theorem

Definition 9.1. Let T be a triangulated category that admits infinite coproducts.
Then T is said to be “compactly generated” if there is a compact generator in T .

Remark 9.2. A dg R-algebra A is compact as an object in K(A). (Just note
HomK(A)(A,−) = H0(−).) We have shown in Theorem 4.14 that Loc(A) = Ksf (A).

Hence Ksf (A) is compactly generated. By Remark 7.11 we may say that D(A) is
compactly generated.

Exercise 9.3. Prove or disprove that K(A) is compactly generated.

Definition 9.4. Let T be a triangulated category. An additive functor F : T op →
(Ab) (i.e. a contravariant functor from T to the category of abelian groups) is called
a cohomological functor if it satisfies the following condition:

(♮) For any triangle X
a−→ Y

b−→ Z
c−→ ΣX in T , the induced sequence

· · ·
F (Σa) // F (ΣX)

F (c) // F (Z)
F (b) // F (Y )

F (a) // F (X)
F (Σ−1c)// F (Σ−1Z) // · · ·

is a long exact sequence of abelian groups.

For example, for an object T ∈ T , the functor HomT (−, T ) is a cohomological
functor on T . This type of cohomological functor is said to be representable or
represented by an object.

A landmark result is the following Brown’s theorem, whose proof is given later.
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Theorem 9.5 (Brown representation theorem). Let T be a triangulated category
that admits infinite coproducts. Assume T is compactly generated. Let F : T op →
(Ab) be a cohomological functor and we assume that F sends coproducts to products,
i.e.

F

(⨿
λ

Xλ

)
=
∏
λ

F (Xλ) for any {Xλ}λ ⊂ T . (9.5.1)

Then F is represented by an object of T , i.e. there is an object T ∈ T and an
isomorphism of functors; F ∼= HomT (−, T ).

The following corollary has been announced in the previous section. This is
actually a direct consequence of Brown theorem as we see below. However in the
next section we shall prove this corollary independently.

Corollary 9.6. Let T be a triangulated category that admits infinite coproducts.
Then every compact generator of T is a classical generator.

Proof. Let C ∈ T be a compact generator. We want to show that Loc(C) = T . For
this purpose let X ∈ T be any object. Then the functor F := HomT (−, X)|Loc(C)

is a cohomological functor on Loc(C). Trivially from the definition Loc(C) is
compactly generated. It is also clear that F (

⨿
λXλ) =

∏
λ F (Xλ) for any set

{Xλ}λ ⊂ Loc(C). Therefore by Brown representation theorem, there is an ob-
ject Y ∈ Loc(C) that satisfies HomT (−, X)|Loc(C)

∼= HomLoc(C)(−, Y ) as functors
on Loc(C). By Yoneda lemma, there is a morphism f : Y → X in T such that
HomT (−, f)|Loc(C) is an isomorphism of functors. Let Z = C(f) be the map-

ping cone of f , i.e. Y
f // X // Z // ΣY is a triangle in T . Then we have

HomT (−, Z)|Loc(C) = 0. In particular we have HomT (Σ
nC,Z) = 0. Since C is a

generator, it follows Z = 0, hence X ∼= Y , and thus X ∈ Loc(C)6. □
9.7 (Alternative proof for Theorem 4.20). By using Brown representation theo-
rem we can easily prove Theorem 4.20 which guarantees the existence of semi-free
resolution.

First of all recall that Loc(A) = Ksf (A) ⊂ K(A), and so that Ksf (A) is com-
pactly generated. Now let X ∈ K(A) be any object, and consider the func-
tor HomK(A)(−, X)|Ksf (A). It is easy to see that this is a cohomological func-

tor on Ksf (A) that satisfies the condition (9.5.1). Hence it follows from Brown
representation theorem that HomK(A)(−, X)|Ksf (A)

∼= HomKsf (A)(−, F ) for some

F ∈ Ksf (A), where by Yoneda lemma this isomorphism is induced by a morphism
f : F → X. Noting that HomK(A)(Σ

nA, Y ) = Hn(Y ) for Y ∈ K(A) and n ∈ Z,
we see that Hn(f) : Hn(F ) → Hn(X) is an isomorphism for each n ∈ Z. Hence
f : F → X is a quasi-isomorphism and F ∈ Ksf (A). □

The following theorem is crucial for the proof of Brown representation theorem.

Theorem 9.8. Let T be a triangulated category admitting infinite coproduct and
C ∈ T be a compact object. Further let F : T op → (Ab) be a cohomological
functor that sends coproducts to products as in (9.5.1). Then there are an object
L ∈ Loc(C) and a morphism of functors φ : HomT (−, L)→ F such that restriction
of φ to Loc(C) is an isomorphism;

φ|Loc(C) : HomT (−, L)|Loc(C)
≃−→ F |Loc(C)

6In this note every full subcategory is assumed to be closed under isomorphism.
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We first show how this theorem implies Theorems 9.5 and 8.10.

9.9 (Proof of Theorem 9.8 ⇒ Theorem 8.10). Let T be a triangulated category
admitting infinite coproduct and C ∈ T be a compact generator. We want to show
that C is a classical generator, i.e. Loc(C) = T .

Let X ∈ T be any object. Since C is compact, we can apply Theorem 9.8 to
the functor HomT (−, X) : T op → (Ab), and we find an object L ∈ Loc(C) and
a morphism of functors φ : HomT (−, L) → HomT (−, X) such that φ|Loc(C) is an
isomorphism. By Yoneda Lemma there is a morphism f : L→ X in T that satisfies
φ = HomT (−, f). Let Y be the mapping cone of f , so there is a triangle in T ;
L

f−→ X → Y → ΣL. Then we have HomT (−, Y )|Loc(C) = 0, and in particular
HomT (Σ

nC, Y ) = 0 for all n ∈ Z. Since C is a generator, it induces that Y = 0
hence X ∼= L in T . Thus X ∈ Loc(C). □
9.10 (Proof of Theorem 9.8 ⇒ Brown Representation Theorem). Let T be a tri-
angulated category admitting infinite coproduct, and let F : T op → (Ab) be a
cohomological functor that sends coproducts to products. Assume T is compactly
generated, and C ∈ T is a compact generator. We want to show that F is repre-
sentable. By Theorem 9.8 we have an object L ∈ Loc(C) ⊂ T and a morphism
φ : HomT (−, L)→ F where the restriction φ|Loc(C) is an isomorphism. Note how-
ever that we have proved that T = Loc(C) for the compact generator C. Thus φ
itself is an isomorphism, and F is represented by L ∈ T . □

The proof of Theorem 9.8 will be a little long. Before proceeding to the proof
the reader is recommended to solve the following exercise:

Exercise 9.11 (Yoneda Lemma). Let C be any additive category and F : Cop →
(Ab) be any additive functor. Prove the following map is an isomorphism of abelian
groups for any object X ∈ C:

Hom(HomC(−, X), F )→ F (X); f 7→ f := f(X)(idX),

where the left-hand side is the set of all morphisms of functors (=natural transfor-
mations).

9.12 (Proof of Theorem 9.8). We consider the additive closure Add(C) of C that is
defined to be the smallest full subcategory of T satisfying the following conditions:

(i) C ∈ Add(C)
(ii) Let X ∈ T . Then X ∈ Add(C) if and only if ΣX ∈ Add(C).
(iii) Let {Xλ}λ ⊂ T be a set of objects. Then

⨿
λXλ ∈ Add(C) if and only if

Xλ ∈ Add(C) for all λ.

Note that an object of Add(C) is a direct summand of a direct sum of copies of
objects in {ΣnC | n ∈ Z}, and that Add(C) ⊂ Loc(C) ⊂ T . To begin with, we
show the following claim:

(I) Let F : T op → (Ab) be any additive functor that sends coproducts to products.
Then there are an object U ∈ Add(C) and a morphism of functors p : HomT (−, U)
→ F such that

HomT (−, U)|Add(C)

p|Add(C) // F |Add(C)

is an epimorphism as a morphism of functors, i.e. a surjective map when an object
of Add(C) is substituted.
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(Proof of (I)): To prove the claim, recall from Yoneda Lemma that there is an
isomorphism of abelian groups

Hom(HomT (−,ΣnC), F )
≃−→ F (ΣnC); p 7→ p = p(ΣnC)(idΣnC).

We consider a generating set of
⊕

n∈Z F (Σ
nC) as an abelian group and we denote

it by {ξλ ∈ F (ΣnλC) | λ ∈ Λ}. Then consider the product element of all of these
generators;

(ξλ)λ ∈
∏
λ

F (ΣnλC) ∼= F (
⨿
λ

ΣnλC),

and take a morphism p : HomT (−,
⨿

λ Σ
nλC) → F that corresponds to (ξλ)λ

under Yoneda bijection. Then setting U =
⨿

λ Σ
nλC, we see that U ∈ Add(C) and

p : HomT (−, U) → F has been defined. Note that, for any λ ∈ Λ, the mapping
p(ΣnλC) : HomT (Σ

nλC,U)→ F (ΣnλC) sends the natural splitting monomorphism
ΣnλC ↪→ U to ξλ. Therefore, for any n ∈ Z, the image of the mapping p(ΣnC) :
HomT (Σ

nC,U) → F (ΣnC) contains all the generators, hence it is a surjective
mapping. Now consider the full subcategory; L := {X ∈ T | p(X) is surjective},
and we have shown ΣnC ∈ L for all n ∈ Z. Let {Xλ}λ ∈ T be a set of objects. Since
both HomT (−, U) and F send coproducts to products, we can see that p(

⨿
λXλ) ∼=∏

λ p(Xλ). Thus
⨿

λXλ ∈ L if and only if Xλ ∈ L for all λ. Hence all direct
summands of direct sums of ΣnC (n ∈ Z) belong to L, and thus Add(C) ⊂ L. It
follows that p|Add(C) is an epimorphism. This proves the claim (I).

Next, we show the following claim:

(II) Let F : T op → (Ab) be any additive functor that sends coproducts to products.

Then there is a sequence of morphisms HomT (−, V )
q−→ HomT (−, U)

p−→ F with
q ◦ p = 0 and U, V ∈ Add(C) such that its restriction to Add(C) yields an exact
sequence of abelian groups;

HomT (−, V )|Add(C)
// HomT (−, U)|Add(C)

// F |Add(C)
// 0.

(Proof of (II)): The construction of p has been done in (I). Let F ′ be the kernel

of p, so that there is an exact sequence of functors; 0 → F ′ → HomT (−, U)
p−→

F . Since both HomT (−, U) and F are additive functors that send coproducts to
products, it is easy to see that so is F ′. Then applying claim (I) to F ′, we find
V ∈ Add(C) and a morphism HomT (−, V ) → F ′ whose restriction to Add(C)
is surjective. It is enough to set q as the composition HomT (−, V ) → F ′ ↪→
HomT (−, U).

(III) Let F : T op → (Ab) be any triangle functor that sends coproducts to products.
By induction on n, we construct the following diagram (9.12.1) in the functor
category satisfying the following conditions;

(a) the right squares are commutative and pn ◦ qn = 0 for all n ⩾ 0,
(b) U0 ∈ Add(C) and Vn ∈ Add(C) for all n ⩾ 0,
(c) there are triangles for all n ⩾ 0;

Vn
fn // Un

in // Un+1
// ΣVn ,

(d) (in)∗ = HomT (−, in) and qn = HomT (−, fn),
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(e) each row induces the exact sequence by restricting it to Add(C);

HomT (−, Vn)|Add(C)
// HomT (−, Un)|Add(C)

// F |Add(C)
// 0

Note from (b) and (c) that Un ∈ Loc(C) for all n ⩾ 0.

HomT (−, V0)
q0 // HomT (−, U0)

p0 //

(i0)∗��

F

HomT (−, V1)
q1 // HomT (−, U1)

p1 //
(i1)∗��

V V V V V
F

...

��

...

HomT (−, Vn−1)
qn−1 // HomT (−, Un−1)

pn−1 //

(in−1)∗��

F

HomT (−, Vn)
qn // HomT (−, Un)

pn //

��

V V V V V
F

...
...

(9.12.1)

(Proof of (III)): The proof goes in a similar way to 4.22. The first row of (9.12.1)
has been constructed in the claim (II).

Now assume we have constructed the diagram (9.12.1) up to the (n− 1)st row;

HomT (−, Vn−1)
qn−1 // HomT (−, Un−1)

pn−1 // F

By Yoneda Lemma there is a morphism fn−1 : Vn−1 → Un−1 in T such that qn−1 =
HomT (−, fn−1). Take the mapping cone of fn−1 and we set Un := C(fn−1). Then

we have a triangle Vn−1

fn−1// Un−1

in−1// Un
// ΣVn−1. Since F is a cohomological

functor, it induces an exact sequence of abelian groups

F (Un)
F (in−1)// F (Un−1)

F (fn−1)// F (Vn−1) . Then by Yoneda Lemma we have an exact
sequence;

Hom(HomT (−, Un), F )
(in−1)∗// Hom(HomT (−, Un−1), F )

◦qn−1// Hom(HomT (−, Vn−1), F ).

Since pn−1 ∈ Hom(HomT (−, Un−1), F ) goes to zero by the above right mapping,
there is pn ∈ Hom(HomT (−, Un), F ) that satisfies pn ◦ (in−1)∗ = pn−1. Since
(pn−1)|Add(C) is surjective by the induction hypothesis, it is obvious that (pn)|Add(C)

is surjective as well. Now take the kernel functor Gn = Ker(pn). Since both F and
HomT (−, Un−1) are cohomological functors which send coproducts to products, so
is Gn. Then applying claim (I) to Gn, we find Vn ∈ Add(C) and a morphism
HomT (−, Vn) → Gn whose restriction to Add(C) is surjective. It is enough to set
qn as the composition HomT (−, Vn) → Gn ↪→ HomT (−, Un). Thus we have the
nth row of (9.12.1).

(IV) In the claim (III) we have constructed a sequence U0
i0 // U1

i1 // U2
i2 // · · · ,

where Un ∈ Loc(C) for all n ∈ N. Now we denote by L the colimit of {Un, in};
L := colimUn, see Definition 8.3. As the final claim we are going to prove that L
meets all the requirements in Theorem 9.8.
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(Proof of (IV)): We see from Lemma 8.4 that L ∈ Loc(C), and we have a triangle
in T ;

Σ−1L // ⨿∞
n=0 Un

Φ // ⨿∞
n=0 Un

Ψ // L ,

where Φ maps (x0, x1, x2, . . .) to (x0, x1 − i0(x0), x2 − i1(x1), . . .). Since F is a
cohomological functor, it induces an exact sequence of abelian groups;

F (L)
F (Ψ) // F (

⨿
n Un)

∼=
��

F (Φ) // F (
⨿

n Un)

∼=
��∏

n F (Un)

∼=
��

// ∏
n F (Un)

∼=
��∏

n Hom(HomT (−, Un), F )
Φ∗

// ∏
n Hom(HomT (−, Un), F )

where the first vertical isomorphisms are obtained by the assumption, the second
are Yoneda bijections, and Φ∗ is a morphism induced by F (Φ). By definition
Φ∗ is given by mapping (f0, f1, f2, . . .) ∈

∏
n Hom(HomT (−, Un), F ) to (f0 − f1 ◦

(i0)∗, f1 − f2 ◦ (i1)∗, . . .).
The morphisms pn : HomT (−, Un)→ F in the diagram (9.12.1) form the element

(pn)n ∈
∏

n Hom(HomT (−, Un), F ) which satisfies Φ∗((pn)n) = 0. Hence there is
an element φ ∈ Hom(HomT (−, L), F ) ∼= F (L) such that F (Ψ)(φ) = (pn)n. In such
a way we obtain a morphism φ : HomT (−, L) → F of functors. To complete the
proof of Theorem 9.8 it remains to show that the restriction of φ to the subcategory
Loc(C) gives an isomorphism. Considering the full subcategory L = {X ∈ T |
φ(ΣnX) is an isomorphism for all n ∈ Z}, we easily see that L ⊂ T is a localizing
subcategory. Hence to prove Loc(C) ⊂ L, it is enough to show that φ(C ′) is an
isomorphism when C ′ is one of ΣnC (n ∈ Z).

By the above choice of φ, there are morphisms jn : Un → L for all n ⩾ 0 such
that jn+1 ◦ in = jn and the following diagram in T is commutative for all n ⩾ 0:

HomT (−, Un)
pn //

Hom(−,jn)

��

F

HomT (−, L)
φ // F

Since C ′ is compact by the assumption, it follows from Lemma 8.6 that HomT (C
′, L)

= lim−→HomT (C
′, Un) and hence we have φ(C ′) = lim−→ pn(C

′) by the above commu-
tative diagram.

Since all the pn(C
′) : HomT (C

′, Un)→ F (C ′) are surjective by the construction
in (III), it follows that φ(C ′) = lim−→ pn(C

′) is also a surjective mapping. It remains

to prove that φ(C ′) : HomT (C
′, L) → F (C ′) is injective. For this aim let α be

an element of HomT (C
′, L) and assume φ(C ′)(α) = 0. Since HomT (C

′, L) is the
inductive limit of HomT (C

′, Un), we find an element αn ∈ HomT (C
′, Un) for a large
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number n that satisfies α = jn ◦ αn.

αn ∈ HomT (C
′, Un)

pn(C
′)//

Hom(C′,jn)

��

F (C ′)

α ∈ HomT (C
′, L)

φ(C′) // F (C ′)

Hence φ(C ′)(α) = 0 implies pn(C
′)(αn) = 0. On the other hand, from condition

(e) in (III), we have an exact sequence of abelian groups;

HomT (C
′, Vn)

qn(C
′) // HomT (C

′, Un)
pn(C

′)// F (C ′) // 0,

hence we find an element βn ∈ HomT (C
′, Vn) satisfying αn = qn(C

′)(βn). Note
from condition (c) of (III) that there is an exact sequence

HomT (C
′, Vn)

qn(C
′) // HomT (C

′, Un)
Hom(C′,in)// HomT (C

′, Un+1)

βn
� // αn

Therefore we have in ◦ αn = 0. This forces that α = jn ◦ αn = jn+1 ◦ in ◦ αn = 0,
hence we have shown that φ(C ′) is an injective map.

We now have completed the proof of Theorem 9.8. □

10. Keller’s Rickard Theorem

We start this section with the following exercise.

Exercise 10.1. Let R and S be commutative rings. Assume there is an equivalence
of module categories; Mod -R ≃ Mod -S. Then prove that R is isomorphic to S as
a ring.

The answer of this exercise is simply a consequence of the following general
result:

Consider the identity functor IR = idMod -R on the category Mod -R, and take
the endomorphism ring of IR, that is, the set of natural transformations;

E = {φ : IR → IR | natural transformation}
Then E is a commutative ring that is isomorphic to R.

However it cannot be generalized to non-commutative rings. In general, let A
be a non-commutative ring and let IA be the identity functor on Mod -A by which
we denote the category of right A-modules and right A-module homomorphisms.
Then we can show that the endomorphism ring of IA is a commutative ring that is
isomorphic to the center of A. Therefore in non-commutative case, equivalence of
module categories does not imply ring isomorphism.

Proposition 10.2 (Morita equivalence). Let A and B be (not necessarily com-
mutative) rings that are right Noetherian. Then the following two conditions are
equivalent:

(1) There is an equivalence of categories; Mod -A ≃ Mod -B.
(2) There exists a finitely generated projective A-module P that is a generator7of

Mod -A and B ∼= EndA(P ).

7An object P in an abelian category A is called a generator if it satisfies that HomA(P, f) = 0

implies f = 0 for a morphism f
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Proof. We only prove (1) ⇒ (2): Let F : Mod -B → Mod -A be an equivalence.
Since the object B ∈ Mod -B is a generator that is compact and projective, so is
P := F (B) in Mod -A. Then P is finitely generated as we have shown in 7.7. Now
the following isomorphisms of rings hold:

B ∼= EndB(B) ∼= EndA(F (B)) = EndA(P ).

□
Exercise 10.3. Prove (2)⇒ (1) in the proposition.
Hint: The functor HomA(P,−) : Mod -A→ Mod -B gives an equivalence.

In the dg algebra case, the situation is quite different. If A is a dg R-algebra,
then the object A in C(A) is neither a projective object nor a generator. (In fact
C(A) has no enough projectives in general.) For this reason we focus on the derived
categories for equivalence problem for dg modules, so that in the following we are
interested in when a category equivalence D(A) ≃ D(B) happens for dg R-algebras
A and B.

Exercise 10.4. If A is a dg R-algebra, then prove A is compact in C(A).

In the rest of the section A is a dg R-algebra. The following is one of Keller’s
theorems.

Theorem 10.5. Let A be a dg R-algebra that is not necessarily non-negatively
graded, and assume that H(A) = H0(A) =: S, i.e.

Hn(A) =

{
S (n = 0)

0 (n ̸= 0)
.

Then there is a category equivalence D(A) ≃ D(S).

Proof. Note that we have shown in Theorem 6.19 that a quasi-isomorphism A→ B
induces a category equivalence D(A) ≃ D(B). However note that there is no direct
dg algebra homomorphism between A and S.

Let us consider the subset A⩾0 := Z0(A)⊕
⊕

i>0Ai ⊂ A that is a non-negatively
graded dg subalgebra of A. Then there are a pair of quasi-ismorphisms;

A←↩ A⩾0 → H0(A) = S.

Thus it follows from Theorem 6.19 that D(A) ≃ D(A⩾0) ≃ D(S). □
Definition 10.6. Let T,X ∈ K(A) be dg A-modules. Recalling from Remark 3.2
we define

HomA(T,X) =
⊕
n∈Z

HomgrA-mod(T,X[n]),

where HomgrA-mod(T,X[n]) is the set of A-module homomorphisms f : T → X

mapping Ti to Xi+n for all i ∈ Z. The differential ∂HomA(T,X) is defined as

∂HomA(T,X)((fi)i∈Z) =
(
fi−1 ◦ dTi − (−1)ndXi+n ◦ fi

)
i∈Z

for (fi)i∈Z ∈ HomgrA-mod(T,X[n]). Then HomA(T,X) is a dg R-module (=an

R-complex) with the differential ∂HomA(T,X).
The endomorphism dg algebra of T is denoted by EndA(T ) which is defined as

EndA(T ) = HomA(T, T ) with differential dEndA(T ) = ∂HomA(T,T ). Clearly EndA(T )
is a grade algebra by composition of homomorphisms as multiplication, and hence
EndA(T ) is a dg R-algebra with differential dEndA(T ). Compare with Example 1.11.
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Note that HomA(T,X) is a graded EndA(T )-module by defining the right ac-
tion of EndA(T ) as composition of mappings. Then it is not hard to see that
HomA(T,X) is a dg EndA(T )-module.

Exercise 10.7. Verify every statement in Definition 10.6.

Exercise 10.8. Let T,N ∈ Ksf (A) and assume that N is null. Then prove
HomA(T,N) is also a null object in C(EndA(T ))

Definition 10.9 (RHom). Assume T is a semi-free dg A-module. By the previous
exercise the functor HomA(T,−) : C(A)→ C(EndA(T )) preserves null objects, and
hence it also preserves null-homotopic morphisms. (See Lemma 3.6.) Therefore
the functor HomA(T,−) : K(A) → K(EndA(T )) is induced. By Corollary 4.18
we can see that this functor preserves quasi-isomorphisms too. Hence it induces
the functor between the derived categories, which we denote by RHomA(T,−) :
D(A)→ D(EndA(T )).

Theorem 10.10. Assume T ∈ D(A) is a compact generator of D(A). Then there
is a triangle equivalence of triangulated categories; D(A) ≃ D(EndA(T )).

Proof. Replacing T by its semi-free resolution, we may assume that the compact
generator T is semi-free. Set E = EndA(T ) to save notations, and we prove F :=
RHomA(T,−) : D(A)→ D(E) gives an equivalence.

Consider the functor G : D(E)→ D(A) in the reverse direction which is defined
as G(−) = −⊗L

E T .
Since there is a natural mapping HomA(T,X) ⊗E T → X given by f ⊗ t 7→

f(t) for any X ∈ C(A), it induces the morphism between functors µ : G ◦ F =
RHomA(T,−) ⊗L

E T → idD(A). Note by definition that µ(T ) : RHomA(T, T ) ⊗L
E

T → T is an isomorphism. Now consider the full subcategory U := {X ∈ D(A) |
µ(X) is an isomorphism} of D(A). One can easily see that U ⊂ D(A) is a triangu-
lated subcategory. Further, if {Xλ}λ ⊂ U , then

⨿
λXλ ∈ U . In fact,

HomA(T,
⨿
λ

Xλ)⊗E T ∼=
⨿
λ

(HomA(T,Xλ)⊗E T )

holds, since T is compact in D(A). Therefore U is a localizing subcategory of
D(A). Since T ∈ U , and since T is a generator, we have U = D(A), hence µ is an
isomorphism on whole D(A), i.e. G ◦ F ∼= idD(A).

We can prove F ◦ G ∼= idD(E) in a similar manner. Actually, there is a nat-

ural morphism ν : idD(E) → RHomA(T,− ⊗L
E T ). Now V := {Y ∈ D(E) |

ν(Y ) is an isomorphism} is a localizing subcategory of D(E), since −⊗L
ET preserves

coproducts and T is compact in D(A). Since E ∈ V and since E is a generator in
D(E), we finally have V = D(E), hence ν is an isomorphism. □

Theorem 10.11 (Keller). Let A, B be dg R-algebras. Assume that H(B) = H0(B),
that is, the homology of B is concentrated in degree 0. Then the following conditions
are equivalent:

(1) There is a triangle equivalence; D(A) ≃ D(B).
(2) There is a compact generator T in D(A) satisfying;

(i) HomD(A)(T, T [n]) = 0 if n ̸= 0.
(ii) HomD(A)(T, T ) ∼= H0(B).
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Proof. (2) ⇒ (1): Under the assumption of (2), set E := EndA(T ). Then we have
H(E) = H0(E) ∼= H0(B) by (i) and (ii). It follows from Theorem 10.10 that
D(E) ≃ D(A). Now combine this with the equivalence in Theorem 10.5 to get
D(A) ≃ D(B).

(1)⇒ (2): Let F : D(B)→ D(A) be a functor that gives a triangle equivalence
of triangulated categories. Set T = F (B). Since B ∈ D(B) is a compact generator,
so is T ∈ D(A). Since F is an equivalence, we have an isomorphism of R-modules;
HomD(A)(T, T [n]) ∼= HomD(B)(B,B[n]) = Hn(B), which vanishes if n ̸= 0 by the
assumption. □

The following beautiful result is a direct consequence of Theorem 10.5.

Corollary 10.12 (Rickard). Let S, S′ be R-algebras that we consider dg R-algebras
concentrated in degree 0. Then the following conditions are equivalent:

(1) There is a category equivalence; D(S) ≃ D(S′).
(2) There is a compact object T in D(S) satisfying;

(i) ExtiS(T, T ) = 0 if i ̸= 0.
(ii) EndS(T ) ∼= S′.

Recall from Theorem 7.15 that a compact object T of D(S) is a direct summand
of perfect dg S-module in D(S), and a perfect dg module is a finite free complex
over S of finite length. Therefore T is a complex of finite length consisting of finite
projective S-modules. (In other words T has finite projective dimension.) Such a
complex T satisfying conditions (i) and (ii) in Corollary 10.12 is called a tilting
complex.

——————————————————————
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