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Abstract. Given a symplectic three-fold (M,ω) we show that for a
generic almost complex structure J compatible with ω there are finitely
many J-holomorphic curves in M of genus g representing the homology
class β for every g ≥ 0 and every β ∈ H2(M,Z) such that c1(M)β = 0
and the divisibility of β is at most 4 (i.e. if β = nα with α ∈ H2(M,Z)
and n ∈ Z, then n ≤ 4). Moreover, every such curve is embedded and
4-rigid.

1. Introduction

Let (M,ω) be a symplectic three-fold, and J be an element in the space
J∞(M,ω) of smooth almost complex structure on M which are compatible
with ω. For every homology class β ∈ H2(M,Z) and every genus g ≥ 0, the
virtual dimension of the moduli space of J-holomorphic curves representing
β which have genus g is equal to c1(M)β. In particular, if c1(M)β = 0 (e.g.
if c1(M) = 0) this moduli space is expected to be zero-dimensional. In fact,
a conjecture of Ionel and Parker predicts that for a generic almost complex
structure J all such moduli spaces are compact zero dimensional manifolds
(see Section 7.4 of [3]). In this paper, we present a proof when the homology
class β is not divisible by an integer greater than 4.

Definition 1.1. For a homology class β ∈ H2(M,Z), define the divisibility
|β| to be the largest integer n such that β = nα for some non-zero α ∈
H2(M,Z).

The following is the main result of this paper:

Theorem 1.2. For every J in a subset J∞rigid(M,ω) ⊂ J∞(M,ω) of the

second category, every genus g ≥ 0, and every homology class β ∈ H2(M,Z)
which satisfies c1(M)β = 0 and |β| ≤ 4, the moduli space Mg(M,β, J) of
somewhere injective J-holomorphic curves of genus g representing the ho-
mology class β consists of finitely many elements. Moreover, every curve in
this moduli space is embedded and 4-rigid with respect to the almost complex
structure J .

An embedded J-holomorphic curve C ⊂ M with holomorphic normal
bundle NC is called n-rigid if for every holomorphic branched covering map
π : Σ → C from a smooth Riemann surface Σ to C of degree less than
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or equal to n there is no non-zero section X ∈ Γ(Σ, π∗NC) satisfying the
linearized Cauchy-Riemann equation

(1) Kπ(X) := ∇X + J∇jΣX + (∇XJ)dπjΣ = 0.

Here∇ is the covariant derivative associated with the Levi-Civita connection
for the metric ω(., J.), jΣ is the complex structure on Σ, and the equation

takes place in the vector space Γ(Σ,Ω0,1
Σ ⊗J π∗NC). Such a curve is called

rigid if it is 1-rigid, and super-rigid if it is n-rigid for all n ∈ Z+. For
integrable J , this notion of super-rigidity agrees with the notions of super-
rigidity from [1].

The n-rigidity of a J-holomorphic curve C ⊂ M implies that for every
genus g ≥ 0 and every homology class β ∈ H2(M,Z) which is of the form
d[C] for some integer 0 < d ≤ n, the compactified moduli spaceMg(M,β, J)
(of stable J-holomorphic curves f : Σ → M of genus g representing the
homology class β) has a topological component identified with the mod-
uli space Mg(C, d[C]) of genus g, degree d branched covers of C. Thus,
the contribution of C to the Gromov-Witten invariants Ng(M,β) is well-
defined, and is independent of the normal bundle if J is integrable (see page
290 from [1]). When J-holomorphic curves are super-rigid, global Gromov-
Witten theory of M is thus reduced to the local Gromov-Witten theory of
such J-holomorphic curves. The significance of super-rigid curves was ob-
served by Pandharipande [11], and also by Bryan and Pandharipande [1] in
the study of a local version of Gopakumar-Vafa conjecture [5]. Nevertheless,
Bryan and Pandharipande showed later that if the genus of a J-holomorphic
curve C is at least 2, for any choice of stable (holomorphic) normal bundle,
C cannot be 3-rigid [2]. So if a curve C is n-rigid for some (non-integrable)
almost complex structure, its contribution to the Gromov-Witten invariants
may a priori depend on the normal bundle.

Below we outline the proof of Theorem 1.2. For a generic almost complex
structure J on M which is compatible with ω the moduli spaceMg(M,β, J)
is known to be a zero dimensional manifold if c1(M)β = 0. The study of the
possible limits of the elements of such moduli spaces reduces the proof of
Theorem 1.2 to the study of embedded J-holomorphic curves C ⊂ M with
normal bundle NC which host a branched covering map π : Σ → C such
that the kernel of Kπ is non-trivial. In Section 2 we show that it is enough
to consider the branched covering maps π which come from the action of
a subgroup G of the permutation group Sn (with n = |β|) on Σ, so that
C = Σ/G. The group ring RG acts from the left on Ker(Kπ). There is a
finite set I(G) (independent of the map π) of the maximal left ideals of RG

such that for some m ∈ I(G) and some non-zero X ∈ Ker(Kπ), m annihilates
X. When |β| ≤ 4 the codimension of every m ∈ I(G) in RG is at most 3.
These reductions are discussed in Section 2.
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In Section 4 we prove that the space of all tuples consisting of a C` al-
most complex structure J , an embedded J-holomorphic curve C of genus
h and representing a class α = β/|G| ∈ H2(M,Z), a surface Σ admitting
the action of G with Σ/G = C and π : Σ → C the corresponding quo-
tient map, and X ∈ Ker(Kπ) a non-zero element annihilated by m form a
Banach manifold Nm

[G](M,β) for fixed g, h, α,G ⊂ S4,m ∈ I(G) (see Def-

inition 4.5 for the precise definition). This Banach manifold parametrizes
the unwanted situations. In order to show that Nm

[G](M,β) is a manifold

at a point corresponding to a tuple (J, π : Σ → C = Σ/G, X) as above
we need to prove that if X ∈ Ker(Kπ) and δ ∈ Ker(K∗π) are annihilated
by m ∈ I(G) then 〈∇Xu, δ〉 6= 0 for some section u of the vector bundle
of (0, 1)-homomorphisms from the tangent space TC of C to NC . Here K∗π
denotes the adjoint of the operator Kπ. It is important in this argument
that the codimension of m in RG is small.

The projection map Πm
[G](β) from Nm

[G](M,β) to the space of almost com-

plex structures (of class C`) is Fredholm. In Section 3 we show that the
index of Πm

[G](β) is at most zero. For a generic almost complex structure

J we conclude that Πm
[G](β)−1(J) is empty. The detour to the space of C`

complex structures is completed by extending the results to smooth almost
complex structures in Section 5.

The main technical issue in extending the results of the current paper for
arbitrary homology classes is that for an arbitrary group G the large size
of the irreducible representations of G damages the transversality argument
of Section 4, which is the heart of our proof. Although this obstacle seems
hard to overcome, the author hopes that the techniques and the setup used
in this paper may be applied in other moduli problems.

Acknowledgements. The author would like to thank Gang Tian for his
continuous advice and support and for sharing his insight.

2. Moduli space of embedded Riemann surfaces

Fix the integers k, p > 1 and ` > k. We will sometimes drop these integers
from our notation for simplicity.

Let (M,ω) be a compact symplectic three-fold and fix a second homology
class β ∈ H2(M,Z). Let J = J `(M,ω) be the C` completion of the space
of smooth almost complex structures on M compatible with ω. Let TJ
be the tangent space to J at J . It consists of the linear homomorphisms
u : TM → TM (of class C`−1) which satisfy

u ◦ J + J ◦ u = 0 and ωx(u(X), Y ) + ωx(X,u(Y )) = 0 ∀X,Y ∈ TxM.
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Let Mg denote the moduli space of Riemann surfaces of genus g. For a

smooth surface Σ let W k,p(Σ,M) denote the space of maps of class W k,p

from Σ to M . Define

Mg(M,β, J) :=

f : (Σ, jΣ)→ (M,J)
∣∣∣ (Σ, jΣ) ∈Mg, f ∈W k,p(Σ,M)

∂J,jΣ(f) = df + J ◦ df ◦ jΣ = 0,
f is somewhere injective


Mg(M,β) :=

{
(f, jΣ, J)

∣∣∣ J ∈ J `(M,ω),
(f, jΣ) ∈Mg(M,β, J)

}
=
⋃
J∈J
Mg(M,β, J).

Let M◦g(M,β, J) and M◦g(M,β) denote the open subsets consisting of the
embeddings. The proof of the following (well-known) proposition is basically
a slight modification of the proof of Theorem 3.4.1 and Proposition 3.2.1
from [9] (by letting the complex structure on the domain curve vary in a
finite cover of Mg).

Proposition 2.1. There is a subset J `reg(M,ω) ⊂ J `(M,ω) of the second

category such that for every J ∈ J `reg(M,ω) the following are true.

• If c1(M)β < 0 for some β ∈ H2(M,Z) the moduli space Mg(J, β) is
empty for every genus g.
• If c1(M)β = 0 for some β ∈ H2(M,Z) the moduli space Mg(M,β)

is a separable C`−k-Banach manifold and J is a regular value for
the Fredholm projection map πg,β :Mg(M,β)→ J which has index
zero. ThenMg(M,β, J) is a zero dimensional manifold and consists
of embeddings.
• If c1(M)β = c1(M)β′ = 0 for β, β′ ∈ H2(M,Z) and f ∈Mg(M,β, J),
f ′ ∈Mg′(M,β′, J) have distinct images, their images are disjoint.

Suppose J ∈ J `reg(M,ω) ∩ J∞(M,ω). Let β ∈ H2(M,Z) be a homology
class with c1(M)β = 0. Let (fi : Σi →M)i be an infinite sequence of embed-
ded J-holomorphic curves in Mg(M,β, J). After passing to a subsequence,
fi converge to a stable J-holomorphic curve f : Σ → M with f∗[Σ] = β.
The domain Σ may be nodal, while f can collapse some of the components
and have non-trivial degree over other components. Since J ∈ J `reg(M,ω),
the image of f lies over a smooth embedded J-holomorphic curve C, and
β = d[C] for some positive integer d. The domain Σ = ∪Ni=1Σi is a union of
the components ΣN0+1, ...,ΣN which are collapsed under f , with the com-
ponents Σi, i = 1, ..., N0 where f is the composition of a branched covering
map πi : Σi → C with the J-holomorphic embedding ıC of C in the manifold
M .

Lemma 6.3 and Proposition 6.6 from [7] give a section X ∈ Γ(Σ, π∗NC)
with supremum norm equal to 1, consisting of a union of sections

Xi ∈ Γ∞
(
Σi, (πi)∗NC

)
⊂ Γk,p

(
Σi, (πi)∗NC

)
, i = 1, ..., N0,
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and satisfying the following equation

Kπi(Xi) := ∇Xi + J∇jΣiX
i + (∇XiJ) ◦ dπi ◦ jΣi = 0, i = 1, ..., N0,

in Γk−1,p(Σi,Ω0,1
Σi
⊗J (πi)∗NC). Although the proofs in [7] are presented in

dimension 4 where the normal bundle is a complex line bundle, this assump-
tion is not used in the proof. At least one of the sections Xi for i = 1, ..., N0

is non-zero, since the supremum norm of X is equal to 1 and the Riemann
surface Σ is connected.

Thus, the existence of a sequence as above which converges to an em-
bedded J-holomorphic curve C ⊂ M of genus h ≤ g implies that there is a
branched covering map πS : S → C (with S = Σi and πS = πi for some i),
and a non-trivial section X in the kernel of the elliptic operator

KπS : Γk,p(S, π∗SNC)→ Γk−1,p(S,Ω0,1
S ⊗J (πS)∗NC).

Based on this observation, we make the following definition.

Definition 2.2. An embedded J-holomorphic curve C of genus h ≥ 0 with
normal bundle NC is called (n,m)-rigid for the integers m,n ∈ Z+ if for
every branched covering map πS : S → C from a smooth curve S of genus
g ≤ m + h to C with deg(πS) ≤ n, Ker(KπS ) = 0. The curve C is called
n-rigid if it is (n,m)-rigid for all m ∈ Z+, and super-rigid if it is n-rigid
for every integer n ∈ Z+.

This definition does not depend on the particular choice of the integers
k, p ≥ 2 by elliptic regularity.

We now study a few possible reductions of the concept of rigidity, which
are useful in our later considerations.

Reduction 1. Suppose that π : Σ→ C is an arbitrary branched covering
map between smooth Riemann surfaces of degree n. Suppose that B ∈
Div(Σ) is the branching divisor of π. For a regular value q ∈ C − π(B) the
group π1(C − π(B), q) acts on π−1(q). This gives a homomorphism

ρ : π1(C − π(B), q) −→ Sn

to the group Sn of permutations in n letters. The kernel Ker(ρ) determines
a finite regular covering map π◦ : Σ◦ → C − π(B), which may be extended

to a branched covering map π̃ : Σ̃ → C from a compact Riemann surface

Σ̃ to C. Moreover, this map decomposes as π̃ = π ◦ τ for some branched

covering map τ : Σ̃→ Σ. Since Ker(ρ) is normal in the fundamental group,
the group of deck transformations for π◦ may be computed as

Dec(π◦) =
π1(C − π(B), q)

π◦∗(π1(Σ◦, p◦))
=
π1(C − π(B), q)

Ker(ρ)
' Im(ρ) ⊂ Sn.
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Denote this later subgroup of Sn by G. The degree of π̃ is equal to the order
of the finite group G. Every deck transformation of Σ◦ may be extended to

Σ̃ as an automorphism with possible fixed points, and C may be realized as

the quotient Σ̃/G The reader is referred to [10] (in particular, Theorem 4.9)
for a more detailed discussion.

Suppose that the curve C is an embedded J-holomorphic curve in M for
some almost complex structure J ∈ J `(M,ω). Fix the branched covering
map π : Σ→ C. If X ∈ Ker(Kπ) is non-trivial, then τ∗X ∈ Ker(Kπ̃) is non-
trivial as well. Thus, if an embedded J-holomorphic curve C is not n-rigid,

there is a Riemann surface S = Σ̃ admitting an action of a subgroup G of
Sn, with πS : S → C = S/G the corresponding branched covering map, so
that the kernel of KπS is non-trivial.

Reduction 2. Let π = πS : S → S/G = C be a branched covering map
coming from the action of a finite group and X ∈ Ker(Kπ) be a non-trivial
section. For any σ ∈ G, σ∗X is also in Ker(Kπ). Thus, the left action of the
group ring RG on Γk,p(S, π∗NC) defined by

aY :=
∑
σ∈G

aσσ
∗Y ∀ a =

∑
σ∈G

aσσ
−1 ∈ RG, Y ∈ Γk,p(S, π∗NC)

induces an action of RG on Ker(Kπ).

Let us denote by mX the left ideal of RG consisting of the elements a ∈ RG

such that aX = 0. Let Î(G) be the set of irreducible representations ρ of
G over R. The group ring RG decomposes (using Artin-Wedderburn and
Maschke theorems) as

RG '
⊕
ρ∈Î(G)

M`(ρ)(Rρ), Rρ ∈ {R,C,H},

σ 7→ (ρ(σ))
ρ∈Î(G)

(2)

where M`(R) denotes the space of `× ` matrices with entries in the ring R,
`(ρ) is the dimension of the representation ρ as an algebra over Rρ, and H
denotes the ring of quaternions. The reader is referred to Proposition 3.29,
Theorem 3.37 and Exercise 3.41 from [4] for a proof of the above decomposi-
tion theorem. Denote by Iρ ∈ RG the identity matrix in the matrix algebra
associated with the representation ρ.

We thus have

1RG
=
∑

ρ∈Î(G)

Iρ ⇒ X =
∑

ρ∈Î(G)

IρX =:
∑

ρ∈Î(G)

Xρ.

Since X is in Ker(Kπ), so is Xρ for every ρ ∈ Î(G). Moreover, at least one

of the sections Xρ is non-zero. Fix such a representation ρ ∈ Î(G) and let
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R = Rρ and ` = `(ρ). Let εi, i = 1, ..., `, denote the matrix in M`(R) with
1 as its (i, i) entry and zeros elsewhere. We may think of εi as an element
of RG. Since

0 6= Xρ = IρX = (ε1 + ...+ ε`)X,

at least one of the sections εiX is a non-zero element in Ker(Kπ). Denote
one such section by Y . The left ideal m = mY is then a maximal left ideal
mρ,i which consists of all elements of RG which are characterized using (2)
as those matrices which have zeros in the i-th column in the matrix pre-
sentation corresponding to the representation ρ. We denote the finite set
of the maximal left ideals of RG of the form m = mρ,i by I(G). There is

a natural map ı : I(G)→ Î(G). For m as above define `(m) = ` and Rm = R.

The maximal left ideal m determines a restriction of the operator Kπ:

Km
π : Γk,pm (S, π∗NC) −→ Γk−1,p

m

(
S,Ω0,1

S ⊗J π
∗NC

)
.

Here Γ•m(S, ?) denotes the vector space of sections Z of the bundle ? such
that either Z = 0 or the left ideal mZ is m. The section Y is then in the
kernel of the operator Km

π .

The kernel Ker(ρ) of the representation ρ : G → M`(R) is a normal
subgroup of G and decomposes the covering map π : S → C = S/G as a
composition

S
π1−→ S′ = S/Ker(ρ)

π2−→ C = S/G.

Since H = Ker(ρ) is a normal subgroup of G, the quotient G/H is a group,
is isomorphic to Im(ρ) and there is a well-defined action of this quotient on
S′ = S/H. Moreover, the quotient of S′ by the action of Im(ρ) is precisely the
surface C = S/G. Moreover, since the action of Ker(ρ) preserve the section
Y of the bundle π∗NC , Y = π∗1Z for some non-zero Z ∈ Γk,p(S′, π∗2NC). We
may thus replace S by S′, G by G′ = Im(ρ), and the section Y by Z. The
action of G′ extends the action of the group of deck transformations of a
regular which is obtained from S′ → C by removing the branched locus from
C and its pre-image from S′. The above considerations imply the following
lemma.

Lemma 2.3. Suppose that an embedded J-holomorphic curve C in the sym-
plectic Clabi-Yau threefold (M,ω) is not n-rigid. Then there is a Riemann
surface S admitting an action of a finite group G ⊂ Sn (corresponding to
a branched covering map π : S → C = S/G) and a maximal left ideal
m ∈ I(G) of the group ring RG so that the kernel of the operator

Km
π : Γk,pm (S, π∗NC) −→ Γk−1,p

m

(
S,Ω0,1

S ⊗J π
∗NC

)
is non-trivial and the representation ρ = ı(m) : G→M`(m)(Rm) is faithful.

Before moving to the next step, note that the operator Km
π considered

above is Fredholm:



8 EAMAN EFTEKHARY

Lemma 2.4. With the above notation the operator Km
π is Fredholm, and its

adjoint is the operator

(Km
π )∗ : Γk,qm

(
S,Ω0,1

S ⊗J π
∗NC

)
−→ Γk−1,q

m (S, π∗NC) ,

(Km
π )∗ := K∗π|Γk,qm (Ω0,1

S ⊗Jπ∗NC)
,

with 1
p + 1

q = 2. In particular Coker (Km
π ) ' Ker ((Km

π )∗).

Proof. Theorem C.1.10 from [9] implies that Kπ is Fredholm with an
adjoint operator K∗π, and that Ker(K∗π) ' Coker(Kπ). Let

Em := Γk,pm (S, π∗NC), E := Γk,p(S, π∗NC) =
⊕

m∈I(G)

Em,

Fm := Γk−1,p
m (S,Ω0,1

S ⊗J π
∗NC) and F := Γk−1,p(S,Ω0,1

S ⊗J π
∗NC) =

⊕
m∈I(G)

Fm.

The subspaces Em ⊂ E and Fm ⊂ F are closed. For every element σ ∈ G and
every section X ∈ E, Kπ(σ∗X) = σ∗(Kπ(X)). Thus, K(Em) is a subset of Fm

and the operator Kπ has a diagonal presentation in the above decomposition
of E and F as a direct sum of the operators Km

π for m ∈ I(G). In particular,
we have

Ker (Km
π ) = Ker(Kπ) ∩ Em and Coker (Km

π ) =
Fm

Fm ∩ Im(Kπ)
.

In particular, the kernel and the cokernel of the bounded operator Km
π are

both finite dimensional (i.e. Km
π is Fredholm). The adjoint K∗π of Kπ satisfies

K∗π(σ∗(δ)) = σ∗(K∗π(δ)) for every σ ∈ G and δ ∈ F . We may thus write K∗π
as a direct sum

K∗π =
⊕

m∈I(G)

(K∗π)m.

For every X ∈ Em and δ ∈ Fm we have∫
S
〈δ,Km

π (X)〉dvolS =

∫
S
〈δ,Kπ(X)〉dvolS

=

∫
S
〈K∗π(δ), X〉dvolS =

∫
S
〈(K∗π)m(δ), X〉dvolS

Thus, (K∗π)m is the formal adjoint of Km
π . The second claim of the lemma

follows from this observation.

Reduction 3. In order to study 4-rigidity we only need to consider the
case where the group G is isomorphic to a subgroup of S4.

Lemma 2.5. If G is a subgroup of S4 for any m ∈ I(G) the associated
matrix algebra is one of Mi(R), i = 1, 2, 3 or M1(C) = C.
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Proof. The subgroups of S4 are isomorphic to one of the following groups
(c.f. page 160 of [12]):

Z/kZ, k = 1, 2, 3, 4, Z/2Z⊕ Z/2Z, S3, D8, A4, S4.

Except for the last 4 in this list, these groups are abelian and the matrix
algebras corresponding to their irreducible real representations are either
M1(R) or M1(C). The group A4 has 3 irreducible real representations with
the corresponding matrix algebras equal to M1(R),M1(C), and M3(R). For
D8, the dihedral group, we may distinguish 4 one dimensional irreducible
representations with the associated matrix algebra equal to M1(R), and one
two dimensional irreducible representation with the corresponding matrix
algebra equal to M2(R). Finally for the groups S3 and S4 the associated ma-
trix algebra of every irreducible real representation is one of M1(R),M2(R)
and M3(R). Most of these claims follow from the discussion in sections 2.3,
3.1 and 3.5 from [4], and are easy exercises in representation theory. This
completes the proof.

3. Index computation

Let J be an almost complex structure on M and C ⊂M be an embedded
J-holomorphic curve. Fix a holomorphic map π : Σ → C of degree n > 1
which is determined by the action of a group G on a Riemann surface Σ
(so that C = Σ/G). Let E → C be a holomorphic vector bundle over C
and π∗E → Σ be its pull-back over Σ. The group ring RG acts on the
cohomology groups Hi(Σ, π∗E). For η ∈ Hi(Σ, π∗E), we set mη to be the
left ideal of RG consisting of the elements a ∈ RG such that a.η = 0. For
every m ∈ I(G), let

Hi
m(π∗E) :=

{
η ∈ Hi(Σ, π∗E)

∣∣ m ⊂ mη

}
, i = 0, 1.

Define him(π∗E) = dimC(Hi
m(π∗E)), i = 0, 1, and let

χm(π∗E) = h0
m(π∗E)− h1

m(π∗E).

For every m ∈ I(G), the Fredholm map Km
π is a zero-order perturbation of

the operator

∂m : Γk,pm (Σ, π∗NC)→ Γk−1,p
m (Σ,Ω0,1

Σ ⊗J π
∗NC).

The index of Km
π may thus be computed by computing the index of ∂m. In

this case Ker(∂) = H0(Σ, π∗NC), Ker(∂
∗
) = H1(Σ, π∗NC), and thus

Ker(∂m) = Ker(∂) ∩ Γm(Σ, π∗NC) = H0
m(Σ, π∗NC),

Coker(∂m) = Ker(∂
∗
) ∩ Γm(Σ,Ω0,1

Σ ⊗ π
∗NC) = H1

m(Σ, π∗NC).

Since NC may be deformed to OC ⊕KC , where KC is the canonical bundle
of C,

1

2
Index(∂m) = χm(π∗KC) + χm(π∗OC).
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Let B denote the branching divisor of the map π and OB denote the corre-
sponding sheaf over Σ with support in B. The group ring RG also acts on
H0(Σ,OB) and we can thus define H0

m(OB) and h0
m(OB) as above.

Lemma 3.1. For every m ∈ I(G), Index(∂m) = −2h0
m(OB).

Proof. Kodaira-Serre duality implies that for a complex line bundle L→ Σ
and for q = 0, 1, the Hodge star operator ?L

?L : Γ(Σ,Ω0,q ⊗ L) −→ Γ(Σ,Ω1,1−q ⊗ (−L))

〈φ, ψ〉 =

∫
Σ
φ ∧ ?L(ψ) ∀φ, ψ ∈ Γ(Σ,Ω0,q ⊗ L)

gives an isomorphism from Hq(Σ, L) to
(
H1−q(Σ,KΣ − L)

)∗
(c.f. page 153

of [6]). If L is the pull-back of a line bundle over C, for every σ ∈ G and
every φ, ψ ∈ Γ(Σ,Ω0,q ⊗ L), 〈σ∗φ, σ∗ψ〉 = 〈φ, ψ〉. Since the above equation
uniquely determines the Hodge operator,

σ∗ ◦ ?L = ?L ◦ σ∗ ∀ σ ∈ G.

Since the isomorphism in the Kodaira-Serre duality theorem is induced by
the Hodge star operator and the group action is preserved by the latter
operator, for every line bundle L = π∗L′ we obtain the refined isomorphisms

Hq
m(Σ, L) '

(
H1−q

m (Σ,KΣ − L)
)∗ ∀ m ∈ I(G), q = 0, 1.

In particular, χm(π∗KC) = −χm(KΣ − π∗KC) = −χm(B). The line bundle
associated with B sits in a short exact sequence

0 −→ OΣ −→ B −→ OB −→ 0.

The homomorphisms in the corresponding cohomology long exact sequence
also preserve the action of the group G. The cohomology long exact sequence
thus refines to exact sequences corresponding to every m ∈ I(G). The exact
sequence corresponding to m ∈ I(G) gives χm(B) = χm(OΣ) + h0

m(OB).
Since π∗OC = OΣ, the proof is complete.

Proposition 3.2. With the above notation, if m ∈ I(G) corresponds to a

faithful representation ρ = ı(m) ∈ Î(G), the index Index(Km
π ) is at most

−2l, where l is the number of points in the image π(B) of the branched locus
of π.

Proof. By Lemma 3.1 the computation of the index of the operator Km
π is

reduced to the computation of h0
m(OB). Let x ∈ C be a point in the image

of the branched locus of π. The branching over x gives a partition of n = |G|
as n = d1 + d2 + ... + dr with d1 ≥ d2 ≥ ... ≥ dr. Associated with each di
is a point yi in π−1(x) which has multiplicity di and is a branched point if
di > 1. Let Bx be the divisor (d1−1)y1 + ...+(dr−1)yr. Since π comes from
the action of a group d1 = ... = dr = d > 1, and the degree of Bx is r(d−1).
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Note that B =
∑

xBx and OB =
∑

xOBx . Since H0
m(OB) = ⊕xH0

m(OBx),
it suffices to show h0

m(OBx) ≥ 1.

The elements of H0(OBx) are the germs φ =
∑r

i=1

∑d−1
j=1 Ai,j/z

j
i , where

zi is the pull-back of the local coordinate z around x to a neighbourhood of
yi. If ζ = exp(2π

√
−1/d), there is a unique τ ∈ G such that τ(z1) = ζz1 is

satisfied near y1. We may also assume that there are elements σ1, ..., σr ∈ G
such that σj(z1) = zj is satisfied for j = 1, ..., r. Note that σ1 is the identity
element of G. The group G is then identified (as a set) as

G =
{
σ(i, j) := σiτ

j
∣∣ i = 1, ..., r, j = 1, ..., d

}
.

For (i, j) ∈ {1, ..., r} × {1, ..., d} define xi,j :=
∑d−1

p=1 ζ
pjz−pi ∈ H0(OBx).

Since the matrix sending the column
(
z−ji

)
j=1,...,d−1

to (xi,j)j=1,...,d is a

rank-(d − 1) Vandermonde matrix, the rd sections xi,j generate H0(OBx).
For σ ∈ G, σ(zi) = ζazσ(i), where a ∈ {1, ..., d} and σ(i) ∈ {1, ...,m} are
integers which depend on σ and i. With this assumption,

σ(xi,j) =

d−1∑
p=1

ζpj
(
ζazσ(i)

)−p
=

d−1∑
p=1

ζp(j−a)z−pσ(i) = xσ(i),j−a.

Thus, G permutes the elements xi,j among themselves. If σ(xi,j) = xi,j then
σ(zi) = zi, and σ is thus the identity. If we denote σ(x1,d) by xσ,

σ1(xσ2) = xσ1σ2 ∀ σ1, σ2 ∈ G.

The above observation implies that the rd elements {xσ}σ∈G are all distinct
and the sets {xσ}σ∈G and {xi,j}i=1,...,r

j=1,...,d
are identical. In particular, {xσ}σ∈G

generate H0(OBx). Thus, there are precisely r relations among the sections
xσ, indexed by i = 1, ..., r:

d∑
j=1

xσ(i,j) = σi

 d∑
j=1

d−1∑
p=1

τ j(z1)−p

 = σi

d−1∑
p=1

z−p1

 d∑
j=1

ζ−jp

 = 0.

An element φ ∈ H0(OBx) of the form φ =
∑

σ∈G aσxσ is in H0
m(OBx) if and

only if ∑
σ∈G

bσaσxσ = 0 ∀ b =
∑
σ∈G

bσσ
−1 ∈ m.

This means that H0
m(Bx) is non-trivial if and only if the sum of the subspace

m of the vector space RG with the subspace〈
α(i) :=

d∑
j=1

σ(i, j)−1
∣∣∣ i = 1, ..., r

〉
R

is not all of RG.
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Let us assume that the vector space m ⊂ RG is of codimension ν. The
subspace of RG/m generated by σ−1

1 , ..., σ−1
r is at most of dimension ν, and

we may assume that it is generated by σ−1
1 , ..., σ−1

ν . Thus, there are real

numbers ci,k, i = 1, ..., r, k = 1, ..., ν such that σ−1
i =

∑ν
k=1 ci,kσ

−1
k for

i = 1, ..., r, where the equality takes place in RG/m. Thus,

α(i) =

ν∑
k=1

ci,kα(k) mod m ∀ i = 1, ...,m,

which implies that H0
m(Bx) 6= 0 if and only if

m + 〈α(i) | i = 1, ..., ν〉R 6= RG.

It thus suffices to show that there is some non-zero a = (a1, ..., aν) ∈ Rν
such that

ν∑
i=1

aiα(i) =

d−1∑
j=0

τ j

( ν∑
i=1

aiσ
−1
i

)
∈ m.

Let ρ : RG → Mk(R) denote the irreducible representation ı(m) for an
integer k = ν, ν/2 or ν/4 depending on whether R = R,C or H, respectively.
Thus, the above condition is satisfied if ρ (

∑ν
i=1 aiα(i)) ∈ ρ(m). The ideal

m determines a left ideal of Mk(R), which may be specified by a vector
vm ∈ Rk in the sense that

ρ(m) ∩Mk(R) = {A ∈Mk(R) | Avm = 0}.

Let A be the matrix in Mk(R) which corresponds to (1 + τ + ...+ τd−1)/d.
Let S1, ..., Sν denote the matrices in Mk(R) which correspond to σ1, ..., σν .
If m + 〈α(i)〉i = RG, for all non-zero (a1, ..., aν) ∈ Rν , A

(∑ν
i=1 aiS

−1
i

)
is

non-zero in RG/m. Thus ei = Sivm, for i = 1, ..., ν, generate Rk over R.
It thus suffices to show that A has non-trivial kernel. Suppose otherwise
that A is non-singular. Since A2 = A, A = IMk(R) is the identity matrix in
Mk(R). Let T = ρ(τ). Then,

τ
1 + τ + ...+ τd−1

d
=

1 + τ + ...+ τd−1

d
⇒ TA = A ⇒ T = IMk(R).

In other words, τ is in the kernel of ρ, which contradicts the assumption
that ρ is faithful. The contradiction completes the proof.

4. Moduli space of multiply covered curves

Suppose that π : Σ → C is a branched covering map from a Riemann
surface Σ of genus g to a Riemann surface C of genus h and B ∈ Div(Σ) is
the branching divisor. Let Q(π) = {q1, ..., ql} denote the points in the image
of B (i.e. the critical values for π), and the injection o : Q(π) ↪→ Z defined
by o(qi) = i denote the ordering of the critical values of π.
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Definition 4.1. With the above notation, the pair

(π : Σ→ C, o : Q(π) ↪→ Z)

is called an ordered branched covering map. Let

(πi : Σi → Ci, oi : Q(πi) ↪→ Z) i = 1, 2

be a pair of ordered branched covering maps between Riemann surfaces. We
say that (π1, o1) and (π2, o2) are of the same topological type if there are
diffeomorphisms f : Σ1 → Σ2 and g : C1 → C2 such that g ◦ π1 = π2 ◦ f and
o2 = o1 ◦ g.

The ordering o : Q(π) ↪→ Z is usually implicit in our discussions, and
is dropped from the notation. We will sometimes abuse the notation and
denote the topological type of the pair (π, o) by [π]. When the ordered
branched covering map π : Σ → C = Σ/G is determined by the action of a
group G over the surface Σ, we will further abuse the notation and denote
the topological type by [G]. In this case, we say that G is the underlying
group of [G].

Fix the topological type [π] of an ordered branched covering map, and
let h denote the genus of the target, while l denotes the number of critical
values. Associated with every ordered branched covering map of topological
type [π], a forgetful map assigns a complex curve C of genus h and an ordered
set q1, . . . , ql of marked points over it. The points q1, ..., ql (as an ordered set
of points on C), the conjugacy class of the monodromy map corresponding
to π around these points, and the complex structure on the complement of
the points q1, . . . , ql determines the branched covering map π. Moreover,
corresponding to every l-pointed genus h complex curve (C, q1, . . . , ql) there
are only finitely many ordered branched coverings of topological type [π]
which correspond to (C, q1, . . . , ql) under the aforementioned forgetful map.
Moreover, for every finite group G and every genus h there are only finitely
many topological types [G] with target genus h and the underlying group G.

Fix a topological type [G] represented by the ordered branched covering
map

(π0 : Σ0 → C0 = Σ0/G, o0 : Q(π0)→ Z).

Let h denote the target genus and l denote the number of critical values
corresponding to [G]. Let ∆l(M) ⊂ M l denotes the closed subspace of M l

which consists of the l-tuples (q1, ..., ql) with qi = qj for some i 6= j and

set M l
∆ = M l −∆l(M). Choose α ∈ H1(M,Z) such that c1(M)α = 0 and

let β = |G|α. Let M[G](M,β) denote the set of all tuples (J, π) where J
is an almost complex structure over M and π : Σ → C (together with an
ordering) is an ordered branched covering map of topological type [G] such
that (C, J) ∈M◦h(M,α) is an embedded J-holomorphic curve. The forgetful
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map discussed earlier gives a finite covering map

M[G](M,β) −→
{

(C, J, q1, ..., ql) ∈M◦h(M,α)×M l
∆

∣∣ q1, ..., ql ∈ C
}
.

The assumption that ıC : C →M is an embedding guarantees that{
(C, J, q1, ..., ql) ∈M◦h(M,α)×M l

∆

∣∣ q1, ..., ql ∈ C
}
,

and consequently M[G](M,β), are C`−k Banach manifolds. Moreover, we
obtain a Fredholm projection map

q[G] :M[G](M,β)→M◦h(M,α)

of Fredholm index 2l. The proof is similar to the proof of Theorem 3.4.1
and Proposition 3.4.2 from [9]. We denote the composition of q[G] with the

projection map fromMh(M,α) to J `(M,ω) by Π[G], which is again a Fred-
holm map of index 2l.

For every maximal left ideal m ∈ I(G) we define the bundle Fm
over

M◦[G](M,β) by defining the fiber at a point φ ∈ M◦[G](M,β) (which corre-

sponds to an almost complex structure J on M , a J-holomorphic embedding
ıC : C →M , and an ordered branched covering map π : Σ→ C of topolog-
ical type [G]) by

Fm
φ = Γk,pm (Σ, π∗NC).

Let Fm denote the complement of the zero section in Fm
. We define the

bundle Em over Fm by defining the fiber over X ∈ Fm
φ ⊂ Fm by

EmX = Γk−1,p
m (Σ,Ω0,1

Σ ⊗J π
∗NC).

The operators Km
π defines a section Km : Fm → Em of the bundle Em → Fm.

Proposition 4.2. With notation as above, for every maximal left ideal m
of RG such that the associated irreducible representation is faithful and the
corresponding matrix algebra is either Mi(R) for i = 1, 2, 3 or M1(C) = C,
the intersection of Km : Fm → Em with the zero section of the vector bundle
Em → Fm is transverse.

Proof. Suppose that φ is a point of M[G](M,β) which corresponds to
an almost complex structure J , a J-holomorphic embedding ıC : C → M
and an ordered branched covering map π : Σ → C of type [G] and that X
is a point of Fm

φ ⊂ Fm such that Km
π (X) = 0. We need to show that the

differential of Km, projected over the fiber, defines a surjective operator

dKm : TXFm ' TφM[G](M,β)⊕ Γk,pm (π∗NC)→ Γk−1,p
m (Ω0,1

Σ ⊗J π
∗NC).



ON FINITENESS AND RIGIDITY IN SYMPLECTIC 3-FOLDS 15

Definition 4.3. Let J be an almost complex structure over the symplectic
manifold (M,ω) and suppose that ıC : C →M is a J-holomorphic embedding
of the Riemann surface C in M as above. Define HJ(ıC) to be the set of
all sections u of TJ = TJJ `(M,ω) which vanish over C, i.e. such that
u|Im(ıC) = 0.

The tangent space TφM[G](M,β) has a subspace which is isomorphic to
HJ(ıC) (the tangent vectors in this subspace are trivial in the direction

of X ). The restriction of dKm to HJ(ıC) ⊕ Γk,pm (Σ, π∗NC) may be easily
computed as

dKm(u, Y ) = Km
π (Y ) + (∇Xu) ◦ dπ ◦ jΣ ∀ u ∈ HJ(ıC), Y ∈ Γk,pm (π∗NC).

The following lemma then completes the proof of Proposition 4.2.

Lemma 4.4. With notation as above, suppose that 0 6= X ∈ Ker(Kπ) and
m = mX is a maximal left ideal of RG such that the associated irreducible
representation of G is faithful and the corresponding matrix algebra is either
Mi(R) for i = 1, 2, 3 or M1(C) = C. Then the operator

∇X : HJ(ıC)→ Coker(Km
π )

defined by ∇X(u) = (∇Xu) ◦ dπ ◦ jΣ is surjective, where HJ(ıC) is defined
in Definition 4.3.

Proof. We present the proof in the cases where the associated matrix
algebra of m is M3(R) or M1(C). The other two cases are in fact easier (and
similar). Let us denote the linear operator Km

π by L, and the normal bundle
NC by N for simplicity. Suppose that ∇X is not surjective. Identify the
cokernel of L with the kernel of its adjoint L∗ (this is possible according
to Lemma 2.4). Choose the non-zero section δ in Ker(L∗) so that it is
orthogonal to the image of ∇X . Since L∗(δ) = 0, δ is not identically zero
on any open subset of Σ. Choose an open ball U ⊂ C◦ = C − π(B). Let
p ∈ U and {pσ}σ∈G be the set of pre-images, which are indexed so that
τ(pσ) = pτσ for all σ, τ ∈ G. We may assume that π−1(U) = ∪σ∈GUσ, with
Uσ a ball around pσ such that the balls Uσ are disjoint and π|Uσ : Uσ → U is
a diffeomorphism. Denote the inverse of π|Uσ by σ. Let z denote the local
coordinate over U and zσ denote the corresponding local coordinate over Uσ.
After shrinking U , we may assume that X is nowhere zero in Ue (where e

denotes the identity element of G). Let Hom0,1
U (NC , NC) denote the space of

C`−1 sections A ∈ Γ(Ue, (π
∗NC)∗⊗ π∗NC) with JA+AJ = 0. If U is small

enough, Hom0,1
U (NC , NC) is trivialized as U ×C4. Under this identification,

the restriction of the elements u ∈ HJ(ıC) to U gives a surjection from
HJ(ıC) to U × C4. Thus, the induced map

∇X : HJ(ıC) −→ Hom0,1
U (NC , NC),
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which sends u to ∇X◦eu, is surjective for every nowhere zero section X.

Fix a bump function λ with support inside U and lift it to Σ, keeping the
same name λ for it. For every u ∈ HJ(ıC) the section λ.u is then supported
on π−1(U). Since u|Im(ıC) = 0, ∇X(λu) = λ∇Xu and

0 = 〈∇X(λu), δ〉 =
1

2
√
−1

∑
σ∈G

∫
Uσ

λ(zσ)〈∇X(u), δ〉zσdzσ ∧ dzσ

The complex anti-linear 1-form δ can locally be written as δ = Zds− JZdt
where Z ∈ Γk,q(π−1(U), π∗N) and z = s+t

√
−1. Thus, for every p ∈ C◦ and

every linear transformation B : Np → Np, by letting λ converge to the delta
function supported above p and choosing u so that ((∇Xu) ◦ dπ ◦ j) (pe) is
equal to B(X(pe))ds− JB(X(pe))dt

(3) FB(p) :=
∑
σ∈G
〈BX,Z〉pσ = 0.

If U is small, N may be trivialized over U as U × C2. In this trivialization
X = (X1, X2) and Z = (Z1, Z2). Varying the matrix B in (3) we conclude
that for all i, j ∈ {1, 2} and all p ∈ U

(4) Fij(p) :=
∑
σ∈G

(XiZj)(pσ) = 0, F ij(p) :=
∑
σ∈G

(XiZj)(pσ) = 0.

Suppose that the matrix algebra associated with m is M1(C) = C. Since
the corresponding representation is faithful

G = Z/nZ = 〈σ〉, with ρ(σ) = ζ ∈ S1 − {±1} ⊂ C∗,
where ζ is a primitive n-th root of unity. There is thus a second section
Y ∈ Ker(L) such that

(5)

(
(σm)∗X
(σm)∗Y

)
=

(
Re(ζm) Im(ζm)
−Im(ζm) Re(ζm)

)(
X
Y

)
∀ m ∈ Z.

Similarly, there is a section ε ∈ Ker(L∗) such that

ε|π−1(U) = Wds− JWdt, W ∈ Γk,q(π−1(U), π∗N),(
(σm)∗Z
(σm)∗W

)
=

(
Re(ζm) Im(ζm)
−Im(ζm) Re(ζm)

)(
Z
W

)
∀ m ∈ Z.

(6)

Rewriting (4) using (5) and (6) we obtain

0 =

(
n−1∑
m=0

Re(ζm)2

)
(XiZj)pe +

(
n−1∑
m=0

Im(ζm)2

)
(YiWj)pe

+

(
n−1∑
m=0

Im(ζm)Re(ζm)

)
(XiWj + YiZj)pe

=

(
n−1∑
m=0

Re(ζm)2

)
(XiZj + YiWj)pe , ∀ p ∈ U.
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The last equality follows from
∑n−1

m=0 ζ
2m = 0 since n 6= 2 and

ζ2m =
(
Re(ζm)2 + Im(ζm)2

)
− 2
√
−1 (Re(ζm)Im(ζm)) .

Since
∑n−1

m=0 Re(ζm)2 is a positive real number, we conclude thatXiZj+YiWj

is identically zero on Ue. Similarly, from the second equality in (4) we
conclude that (

XiZj + YiWj

) ∣∣
Ue
∼= 0.

These two relations imply that

(7) (Re(Zj)X + Re(Wj)Y ) (ze) = 0, ∀ ze ∈ Ue.
Since X and Y are both in the kernel of L and the zeros of both of them are
isolated (7) implies that ∂w

(
Re(Wj)
Re(Zj)

)
= 0 on Ue and hence Re(Wj)/Re(Zj)

is constant on Ue (as a real valued holomorphic function). This means
that Y is a constant multiple of X over Ue, and hence on all of Σ, un-
less Re(Zj) = Re(Wj) = 0. Since the former can not happen (and the
same thing may be proved for Im(Zj) and Im(Wj)) δ = 0 on Ue, which is
also a contradiction. This completes the proof when the matrix algebra is C.

Suppose the matrix algebra associated with m is M3(R). Then associated
with every σ ∈ G is an orthogonal matrix Aσ = ρ(σ) ∈ O3(R) ⊂ M3(R).

With X ∈ Ker(L) and Z ∈ Γk,pm (π−1(U), π∗N) as above, define

α(X) :=
∑
σ∈G

σ∗X ⊗Aσ ∈ Ker(Kπ)⊗M3(R),

α(Z) :=
∑
σ∈G

σ∗Z ⊗Aσ ∈ Γk,pm (π−1(U), π∗N)⊗M3(R).

For every τ ∈ G and every a =
∑

σ∈G aσσ
−1 ∈ RG

τ∗α(X) =
∑
σ∈G

(τ∗σ∗X)⊗Aσ = α(X)Atτ ,

α(a.X) =

(∑
σ∈G

aσAσ
t

)(∑
τ∈G

τ∗X ⊗Aτ

)
= ρ(a)α(X),

(8)

where the multiplication of Atτ on the right-hand-side of the first equation
and the multiplication of ρ(a) on the right-hand-side of the second equation
in (8) are done in M3(R). Assuming m corresponds to the matrices with
zero in the first column, the second equation in (8) implies that α(X) may
be written as

α(X) = X1 ⊗ α1 +X2 ⊗ α2 +X3 ⊗ α3, where

α1 =

 1 0 0
0 0 0
0 0 0

 , α2 =

 0 1 0
0 0 0
0 0 0

 , α3 =

 0 0 1
0 0 0
0 0 0

 ,

Xi ∈ 〈σ∗X | σ ∈ G〉R ⊂ Ker(Kπ) for i = 1, 2, 3.
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Similarly, we may write

α(Z) = Z1 ⊗ α1 + Z2 ⊗ α2 + Z3 ⊗ α3, where

Zi ∈ 〈σ∗Z | σ ∈ G〉R ⊂ Γk,q(π−1(U), π∗N), for i = 1, 2, 3.

In fact, if ei, i = 1, 2, 3 are the standard basis vectors of R3 and viσ =
eiAσe

t
i ∈ R for σ ∈ G,

Xi =
∑
σ∈G

viσ(σ∗X), Zi =
∑
σ∈G

viσ(σ∗Z) i = 1, 2, 3.

The first equation in (8) implies that

α(X)ρ(a) = (aX1)⊗ α1 + (aX2)⊗ α2 + (aX3)⊗ α3.

If a is an element such that the i-th column of ρ(a) is zero, the i-th column
of α(X)ρ(a) becomes zero, implying that aXi = 0. Thus, mXi contains the
elements a ∈ RG such that the i-th column of ρ(a) is zero.

Setting β(X) = (X1, X2, X3)t and β(Z) = (Z1, Z2, Z3)t

σ∗β(X) = Aσβ(X), σ∗β(Z) = Aσβ(Z) ∀ σ ∈ G.

If wβ(X) = 0 for some w ∈ R3,

0 = σ∗ (wβ(X)) = (wAσ)β(X) ∀ σ ∈ G ⇒ β(X) = 0,

which implies X = 0. Thus X1, X2, X3 are linearly independent over R and
generate the three-dimensional subspace 〈σ∗X | σ ∈ G〉R of Ker(Kπ). Since
mX1 = mX , we may assume that X1 = X, i.e. X = e1β(X). Similarly,
Z1, Z2 and Z3 are independent and may assume that Z = e1β(Z).

We let Zji be the i-th component of Zj in the trivialization of N over
π−1(U), and

β(Re(Zj)) := (Re(Zj1),Re(Zj2),Re(Zj3)),

β(Im(Zj)) := (Im(Zj1), Im(Zj2), Im(Zj3)).

Equation (4) reads as

0 =
∑
σ∈G

Re(Zi)(pσ)X(pσ)

= β(X)t(pe)

(∑
σ∈G

Atσe
t
1e1Aσ

)
β(Re(Zi))(pe)

=: β(X)t(pe)Bβ(Re(Zi))(pe) for i = 1, 2,

0 = β(X)t(pe)Bβ(Im(Zi))(pe) for i = 1, 2.

(9)

For the 3× 3 matrix B and every τ ∈ G,

A−1
τ BAτ = AtτBAτ =

∑
σ∈G

Atστe
t
1e1Aστ = B ⇒ BAτ = AτB, ∀ τ ∈ G.
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Since {Aτ}τ∈G generate the algebra M3(R) the matrix B is a multiple of the
identity. On the other hand,

tr(B) =
∑
σ∈G

tr(Atσe
t
1e1Aσ) =

∑
σ∈G

tr(e1AσA
t
σe
t
1) = |G| 6= 0

⇒ B =
|G|
3
I3×3 6= 0.

(10)

By (9) and (10) the matrices β(X)β(Re(Zi))
t and β(X)β(Im(Zi))

t are iden-
tically zero over π−1(U) for i = 1, 2.

The three vectors X1(pe), X
2(pe) and X3(pe) thus linearly depend on each

other (over the point pe). If r(pe) is the rank of the vector space spanned
by these three vectors, r(pe) ∈ {1, 2} for a generic choice of pe ∈ Ue. If
r(pe) = 2, then for points in an open neighbourhood of pe the same is true.
For every point ze in this open neighbourhood, the four vectors

β(Re(Zi))(ze), β(Im(Zi))(ze) ∈ R3, i = 1, 2

are thus multiples of one-another, and Z1 is thus a multiple of Z2 over
this open neighbourhood, i.e. Z1(ze) = λ(ze)Z

2(ze) for some real valued
function λ over a neighbourhood of pe. Since Z1 and Z2 satisfy perturbed
Cauchy-Riemann equations, this means that ∂ze(λ) = 0, implying that λ
is constant (since it is real valued). Repeating this argument for the other
pairs we find that there is w ∈ R3 − {0} such that wβ(X) = 0 over a small
open neighbourhood on Σ, and hence on all of Σ. This contradicts the linear
independence of X1, X2 and X3 over R which was proved above.

From this contradiction r(q) = 1 for a generic point q on Σ. If r ≤ 1 in a
neighbourhood of q, it is implied that X2(z) = λ(z)X1(z) for z near q and
for a real valued function λ. Since X1 and X2 satisfy perturbed Cauchy-
Riemann equations, this means that ∂z(λ) = 0, implying that λ is constant
near q. The equation X2(z) = λX1(z) thus extends to all of Σ, and the
same argument as above may be repeated for w = (−λ, 1, 0). The resulting
contradiction then completes the proof.

Let α ∈ H2(M,Z) be a class which satisfies c1(M)α = 0 and let g ≥ h ≥ 0
be integers. Let the ordered branched covering map π : Σ → Σ/G = C
denote a representative of a topological type [G] where Σ is a Riemann
surface of genus g and with quotient a surface C of genus h. Let β = |G|α ∈
H2(M,Z) and fix m ∈ I(G).

Definition 4.5. With the above notation fixed, the moduli space of un-
wanted sections corresponding to [G],m and β, denoted by Nm

[G](β), is the

zero locus of the section Km : Fm → Em.

Theorem 4.6. For every J in a subset J `4 (M,ω) ⊂ J `reg(M,ω) which is

of the second category as a subset of J `(M,ω), every h ≥ 0, and every
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homology class α ∈ H2(M,Z) which satisfies c1(M)α = 0, all the curves in
the moduli space Mh(α, J) are 4-rigid embeddings.

Proof. Let α ∈ H2(M,Z) be a class which satisfies c1(M)α = 0 and
g ≥ h ≥ 0 be integers. Let π : Σ → Σ/G = C denote a representative of
a topological type [G] where Σ is a Riemann surface of genus g and with
quotient a surface C is of genus h. Furthermore, assume that the underlying
group G of [G] is a subgroup of S4. Let β = |G|α ∈ H2(M,Z). Fix m ∈ I(G)

and assume that the corresponding representation ı(m) ∈ Î(G) is faithful.
The moduli spaces Nm

[G](β) of unwanted sections are fibered over J `(M,ω).

By Proposition 4.2, each Nm
[G](β) is a Banach manifold. The set of regular

values J `reg([G],m, α) of the Fredholm map

Πm
[G](β) : Nm

[G](β)→ J `(M,ω)

is of the second category by Sard-Smale theorem [13]. Set

J `4 (M,ω) = J `reg(M,ω)
⋂ ⋂

[G],m

⋂
α∈H2(M,Z)

c1(M).α=0, |α|≤4

J `reg([G],m, α)

 .

Here, the first intersection inside the parentheses is over all the topological
types [G] with the underlying group G a subgroup of S4 and all m ∈ I(G)
which correspond to faithful representations.

For every almost complex structure J ∈ J `4 (M,ω) and every homology
class α ∈ H2(M,Z) satisfying c1(M)α = 0, Mh(α, J) is a zero-dimensional
manifold since J4(M,ω) ⊂ J `reg(M,ω). If an embedded curve C ∈Mh(α, J)
is not 4-rigid, we may construct a branched covering map π : Σ→ Σ/G = C
for a subgroup G ⊂ S4 so that the kernel of Km

π is non-trivial for some
m ∈ I(G) with ı(m) faithful. Together with an ordering of the critical values
of the branched covering map π, the action of G on Σ determined a topo-
logical type [G]. The aforementioned non-trivial kernel gives a non-empty
subset of Nm

[G](β, J). The moduli space Nm
[G](β, J) is a smooth manifold of

dimension Index
(

Πm
[G](β)

)
, by regularity of the almost complex structure

J . This later index is equal to the sum of the indices of the projection
map fromM[G](M,β) to J `(M,ω) and the projection map from Nm

[G](β) to

M[G](M,β). The latter projection map has the same index as the operator
Km
π .

By Proposition 3.2, the index of Πm
[G](β), which equals 2l+ Index(Km

π ), is

at most 0. If Nm
[G](β, J) = Πm

[G](β)−1(J) is non-empty and Y ∈ Nm
[G](β, J),

then for every 0 6= λ ∈ R, λY is also in Nm
[G](β, J). This contradicts the
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fact that this moduli space is at most zero dimensional. This contradiction
proves that every curve C ∈Mh(α, J) is 4-rigid.

5. Smooth complex structures

Fix an identification of H2(M,Q) with Qb2(M) once for all. For a ho-
mology class β ∈ H2(M,Z), let ‖β‖ denote its Euclidean norm under this
identification. Let |β| denote the divisibility of β as before.

For every pair of genera h ≤ g and every degree d > 0 such that 2g− 2 >
d(2h− 2) fix an exhaustion {Ui}∞i=1 of

Mg(h, d) =
{
π : Σ→ C

∣∣ Σ ∈Mg, C ∈Mh, deg(π) = d
}

by the open subsets Ui so that Ui ⊂ Ui+1 is compact and Mg(h, d) =⋃∞
i=1 Ui. For every smooth Riemann surface (C, jC) ∈ Mh this gives an

exhaustion ofMg(C, d[C]) by the open sets Ui(C, g, d) such that the closure

Ui(C, g, d) ⊂ Ui+1(C, g, d) is compact and

Mg(C, d[C]) =
∞⋃
i=1

Ui(C, g, d).

When 2g − 2 = d(2h − 2) the moduli space Mg(C, d[C]) if finite for every
C ∈Mh and we set Ui(C, g, d) = Mg(C, d[C]) for every positive integer i.

Let J `(M,ω;n,K,N) denote the set of all J ∈ J `(M,ω) such that every
somewhere injective J-holomorphic map f : C → M with c1(M)f∗[C] = 0
satisfying

• C does not have any components which are collapsed under f ,
• the total genus h of C satisfies h ≤ K,
• |f∗[C]| ≤ n, ‖f∗[C]‖ < K and K−1 < ‖df(x)‖ < K for all x ∈ C,

is a 1-rigid embedding, and for every h ≤ g ≤ h + K, every 1 < d ≤ n and
every π ∈ UN (C, g, d), Ker(Kπ) is trivial.

Thus, J `4 (M,ω) is precisely the intersection

J `4 (M,ω) =
⋂

K,N∈Z+

J `(M,ω; 4,K,N),

which is of the second category in J `(M,ω) by Theorem 4.6 for ` 6=∞.

Lemma 5.1. For every n,K,N ∈ Z+, and every ` ∈ {1, 2, 3, ...,∞}

J `(M,ω;n,K,N) ⊂ J `(M,ω)

is open.

Proof. Suppose otherwise that J ∈ J `(M,ω;n,K,N) and

Ji ∈ J `(M,ω)− J `(M,ω;n,K,N)
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is sequence of almost complex structures converging to J . For every i =
1, 2, ... there is thus a somewhere-injective Ji-holomorphic map fi : Ci →M
satisfying

• Ci does not have any components which are collapsed under f ,
• the total genus hi of Ci satisfies hi ≤ K,
• |fi∗[Ci]| ≤ n, ‖fi∗[Ci]‖ < K, and K−1 < ‖dfi(x)‖ < K for all x ∈ Ci,

which is either not a 1-rigid embedding, or there is some πi ∈ UN (Ci, di, gi)
with Ker(Kπi) 6= 0, gi < hi +K and di < n.

After passing to a subsequence, we may assume that all hi are equal
to the same value h, and all the homology classes fi∗[Ci] are the same
homology class α ∈ H2(M,Z). Gromov compactness theorem implies that a
subsequence of fi converges to a J-holomorphic map f : C →M , which may
be decomposed as f = f ′ ◦ π′ with π′ : C → C ′ a holomorphic map and f ′ :
C ′ →M a somewhere injective J-holomorphic map which does not collapse
any components. Since J ∈ J `(M,ω;n,K,N), C ′ is smooth of some genus
h′ and f ′ is an embedding representing a homology class α′ ∈ H2(M,Z). Let
d′ = deg(π′). The point-wise energy bound K−1 < ‖dfi(x)‖ < K implies
that π′ is a covering map and Mh(C ′, d′[C ′]) is finite. Furthermore,

d′ ≤ |d′α′| = |α| ≤ n.

The regularity of J implies that for i sufficiently large there are Ji-
holomorphic curves C ′i representing α′ which converge to C ′. One can also

choose the covering map π′i : C̃i → C ′i ⊂M from the finite setMh(C ′i, d
′[C ′i])

so that π′i converges to π′ as i goes to infinity. Since fi : Ci →M is close to

π′i : C̃i → M and both are Ji-holomorphic, Theorem 3.3.4 and Proposition
3.3.5 from [8] imply that for sufficiently large i either Ci corresponds to a
nontrivial section in Ker(Kπ′i) or the image of fi is in C ′i. From the n-rigidity

of C ′ the former can not happen for large values of i. The latter implies that
the degree d′ of π′ is one and f : C → M is an embedding. For sufficiently
large i, fi is thus an embedding and since the dimension of Ker(Kf ) is upper
semi-continuous, for i sufficiently large the kernel of Kfi is trivial as well.
Thus, {fi}i are 1-rigid embeddings (for i is sufficiently large) which converge
to the J-holomorphic embedding f : C →M .

For the above subsequence of fi, there are thus πi ∈ UN (Ci, di, gi) with
Ker(Kπi) 6= 0, gi < h + K and di ≤ n. By passing to a further sub-
sequence, we may assume that di = d and gi = g for every i. The se-
quence πi ∈ UN (Ci, di, gi) thus converges to some π ∈ UN (C, d, g). Since
J ∈ J `(M,ω;n,K,N), Ker(Kπ) = 0, and since the dimension of Ker(Kπ) is
upper semi-continuous, for i sufficiently large the kernel of Kπi is trivial as
well. This contradiction completes the proof.
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Lemma 5.2. The subspace J∞(M,ω; 4,K,N) ⊂ J∞(M,ω) is dense with
respect to C` topology for every ` > 1.

Proof. For ` 6=∞ the lemma follows from Theorem 4.6. Since

J∞(M,ω; 4,K,N) = J∞(M,ω) ∩ J `(M,ω; 4,K,N),

and J `(M,ω; 4,K,N) is an open dense subset of J `(M,ω) the claim of the
lemma is implied for smooth almost complex structures as well.

The above two lemmas imply the following theorem.

Theorem 5.3. The subset J∞4 (M,ω) ⊂ J∞(M,ω) is of the second cate-
gory.

Proof. Since Lemma 5.2 is true for all `, J∞(M,ω; 4,K,N) is dense in
J∞(M,ω) in C∞ topology and

J∞4 (M,ω) =
⋂

K,N∈Z>0

J∞(M,ω; 4,K,N)

is the intersection of a countable collection of open dense subsets of J∞(M,ω).
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